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Introduction
[bookmark: _Ref178064866]RAN2 has discussed IAB BH RLF in email discussion 106#43. This contribution tries to justify the potential gain of introducing multiple BH RLF notification messages and discusses the details.  
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BH failure notification types
Regarding what kinds of BH status notifications are required, there are two main camps:
· CAMP#1: Single message: BH RLF recovery-failure notification (type3)
· CAMP#2: Three type of messages: BH RLF on-recovery (type1), BH recovered (type2), and BH recovery-failure notification (type3). 

We in CAMP#2 prefer to introduce three types of notification messages, because two extra notification types allows the child node to proactively cope with the potential failure propagation and thereby reduce service interruption. We think that the complexity introduced by two extra messages can be justified by its expected gain. To see this, take an example topology as shown in Figure 1. 


Figure 1. Topology being considered, where node5 is dual-connected to node3 and node 4 as its parent 


(a) with a single type				 (b) with multiple types
Figure 2. Comparison of potential service interruptions of upstream traffic flows that are originally configured to be routed from node4 to node 3; (a) RLF notification with a single notification type, (b) RLF notifications using multiple notification types
In this figure, we assume that one child node (node5) has DC capabilities or generic dual radio capabilities and is now connected to dual parents. Suppose one of its parent’s experiences radio link failure. 
If we only have a single message, the child node cannot take any proactive action, because the earliest moment of notification to the child node is only after connection recovery failure of the parent nod, i.e. the bad news propagates too late to the child node. Assuming re-establishment is used for connection recovery, service interruption experienced by the IAB nodes/UEs connected to the child node is quite long. The implication of service interruption of the child IAB node is magnificent, because many UEs and other IAB nodes may be connected to the child node.    
On contract, if type1 message is available, the parent node can immediately notify the failure event to the child node as soon as the parent detects BH RLF. The child node then can take proactive routing adaptation by utilizing its backhaul diversity. For example, the child node may switch its upstream path from the failed parent to another parent that is currently working normally. This proactive routing significantly reduce the service interruption, compared to having only a single notification type. 
Proposal 1: To minimize service interruption after BH RLF, introduce three types BH status notification messages; a) BH RLF on-recovery notification (type1), b) BH RLF recovered notification (type2), and c) BH RLF recovery failure notification (type3). 

Triggering of BH RLF on-recovery notification (type1)
This message type indicates that backhaul failure just happens and initiates connection recovery. 
To allow child nodes, upon receiving this BH RLF on-recovery notification, to take some proactive actions, an IAB node should send this message to its child nodes as soon as the node detects BH RLF. After sending this message, the IAB node needs to initiates connection recovery procedure such as re-establishment. 
If the IAB node has a single parent, it will declare BH RLF if radio link failure to the parent occur. If the IAB node has more than one parent via DC or generic dual radio capabilities, recovery procedure should be initiated only when all individual backhaul links with all its parent fails or critical backhaul link such as MCG backhaul fails. If MCG fast recovery being introduced in R16 is applied to IAB nodes, some more consideration is needed. 
Proposal 2: An IAB node sends a BH RLF on-recovery (type1) to child node(s) if one of following conditions is met:
· An IAB node receives BH RLF recovery-failure (type3) notification(s) from all of its parents (applicable to DC, non-DC and dual-connected node); or
· DC-configured IAB node receives a BH RLF recovery-failure (type3) notification from its parent connected over MCG, unless MCG fast recovery is enabled. 
 
Proposal 3: Upon sending a BH RLF on-recovery (type) to child node(s), an IAB node initiates a connection recovery procedure. 

BH RLF recovered notification (type2)
This message type indicates that connection recovery is successful, i.e. the previously failed backhaul is now recovered. 
Proposal 4: If connection recovery after BH RLF is successful, an IAB node sends a BH RLF recovered (type2) notification to child node(s). 
If a child node receives this message type from its parent, it can fallback to using the recovered backhaul link, up to implementation. 

BH RLF recovery-failure notification (type3)
This message type indicates that connection recovery is failed, i.e. the previously failed backhaul is now unavailable. 
Proposal 5: If connection recovery after BH RLF fails, an IAB node sends a BH RLF recovery-failure (type3) notification to child node(s). 
If a child node receives this message type from its parent, it needs to exclude the parent from its parent list and seeks to trigger a topology adaptation, if needed. If the type3 message is received by a child node having maintained a single parent, connection recovery procedure (re-establishment) should be initiated. If the type3 message is received by a child node having maintained dual parents, more choices of actions are available, If a child node receives this message type from its parent, it can fallback to using the recovered backhaul link, up to implementation, because the other backhaul link of the child node is still alive.  

IAB connection recovery procedure
For connection recovery of an IAB node, existing RRC re-establishment procedure should be used as baseline. 
Proposal 6: RRC re-establishment is used as IAB connection recovery procedure as baseline. 
A few companies propose to prioritize IAB cells for cell selection during re-establishment. Such prioritization is already possible by implantation that is allowed for cell selection. Hence, no further standardization is needed. 
Proposal 7: Cell selection during IAB connection recovery is left to UE implementation, That is, no prioritization of IAB cells during cell selection is specified.  
A few companies propose to employ conditional mobility features being introduced for enhanced mobility in Rel-16 to cope with IAB connection recovery. Such proposal makes some sense in principle but should be pursued only after the fundamental IAB functionalities are mature and the real problems to solve become clear. Furthermore, once multiple notification types are introduced as proposed, IAB nodes can collect the real time status of neighbouring nodes and take any actions up to implantation. For this reason, at least for Rel-16, optimization of IAB connection recovery based on Conditional HO (CHO) should not be pursued.   
 
Proposal 8: No optimization of IAB connection recovery based on Conditional HO (CHO) is pursued in Rel-16.  
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This contribution tries to justify the potential gain of introducing multiple BH RLF notification messages and discusses the details.  
Proposal 1: To minimize service interruption after BH RLF, introduce three types BH status notification messages; a) BH RLF on-recovery notification (type1), b) BH RLF recovered notification (type2), and c) BH RLF recovery failure notification (type3). 

Triggering of BH RLF on-recovery notification (type1)
Proposal 2: An IAB node sends a BH RLF on-recovery (type1) to child node(s) if one of following conditions is met:
· An IAB node receives BH RLF recovery-failure (type3) notification(s) from all of its parents (applicable to DC, non-DC and dual-connected node); or
· DC-configured IAB node receives a BH RLF recovery-failure (type3) notification from its parent connected over MCG, unless MCG fast recovery is enabled. 
Proposal 3: Upon sending a BH RLF on-recovery (type) to child node(s), an IAB node initiates a connection recovery procedure. 

BH RLF recovered notification (type2)
Proposal 4: If connection recovery after BH RLF is successful, an IAB node sends a BH RLF recovered (type2) notification to child node(s). 

BH RLF recovery-failure notification (type3)
Proposal 5: If connection recovery after BH RLF fails, an IAB node sends a BH RLF recovery-failure (type3) notification to child node(s). 

IAB connection recovery procedure
Proposal 6: RRC re-establishment is used as IAB connection recovery procedure as baseline. 
Proposal 7: Cell selection during IAB connection recovery is left to UE implementation, That is, no prioritization of IAB cells during cell selection is specified.  
Proposal 8: No optimization of IAB connection recovery based on Conditional HO (CHO) is pursued in Rel-16.  
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