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Introduction
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RAN2 agreed that upon MCG failure, UE reports a MCG failure indication for fast recovery. The MCG failure indication is destined to MN via SN. In response to MCG failure indication, MN may trigger Reconfiguration with mobility with sync or RRC release. 
When MCG failure happens, recovery is completely relying on MN’s response. Therefore, if MN’s response is delayed, recovery from MCG failure is necessarily delayed. In case MN’s response is not triggered or the response, once triggered, cannot be reached to the UE for some reasons due to e.g. backhaul problem, the UE gets struck in the MCG failure situation with suspended MCG and awaits MN’s response without any bounded time.  
Delayed MN’s response or even unreachable MN cannot be ignored in particular when backhaul is not so robust, since in this case the MN’s response with a proper time bound cannot be guaranteed. This is the case where backhaul is deployed as wireless network. For operators, wireless backhaul is in general an appealing option for low cost deployment. Considering that there may exist many interfaces between a single MN and lots of SN for massive SN deployment, wireless backhaul may be one dominant deployment option. 
The issue of delayed MN’s response or even unreachable MN becomes more severe when backhaul is deployed as multi-hop wireless networks, as such in IAB networks. In the current discussion of IAB WI, MCG fast recovery is being considered as one of the viable option to handle MCG backhaul failure. Due to the nature of multi-hop transmissions and topological instability inherent in IAB networks, we cannot easily assume that MN’s response will be finally reached to UE shortly after UE sends MCG failure indication. Instead, we should assume that MN’s response may be delayed unexpectedly or event not be reached to the UE within a properly bounded time. If an IAB node gets stuck in the situation with suspended MCG for a long time, the impact may propagate through the larger parts of IAB networks depending on the IAB network topology, degrading overall QoS of lots of served traffics. 
In communication system, it is important to lower bound the worst case performance. For MCG fast recovery, introducing a timer to bound the MN’s response is the easiest but effective solution to achieve the goal to prevent UEs/IAB nodes from getting stuck in delayed MN’s response or unreachable MN. The required standardization efforts are trivial. Timer needs to starts upon sending a MCG failure indication. The timer stops when MCG is resumed. If the timer expires, UE triggers re-establishment. No more things are required. 
 
Proposal 1: Upon sending a MCG failure indication, UE starts a timer.  
Proposal 2: Upon resumption of MCG, UE stops the timer. 
Proposal 3: Upon expiry of the timer, UE initiates RRC connection re-establishment procedure.
It is beneficial to give network a control on the timer. That is, the timer value can be configured, and if the network does not provide the timer value, the timer value is set to an infinite value.  
Proposal 4: Network can configure the timer value. Default value of the timer value is infinity. 
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This contribution discusses if a guard timer is necessary for MCG fast recovery. 
Proposal 1: Upon sending a MCG failure indication, UE starts a timer.  
Proposal 2: Upon resumption of MCG, UE stops the timer. 
Proposal 3: Upon expiry of the timer, UE initiates RRC connection re-establishment procedure.
Proposal 4: Network can configure the timer value. Default value of the timer value is infinity. 



