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Introduction
[bookmark: OLE_LINK2][bookmark: OLE_LINK1][bookmark: OLE_LINK3][bookmark: OLE_LINK4]Lossless behavior has been discussed in email discussion [1] and we provided our views. The main issue to handle is whether/how to achieve lossless packet transmission when BH path switching occurs. In this contribution, we discuss further on the topic, and provide our views on possible way forward to conclude all the open issues. 
Discussion
The necessity of lossless data transmission in RAN2
Firstly, we briefly go through the issue. The question captured in the email discussion [1] is rewritten in Figure 1. When BH RLF occurs between IAB node #1 and node #2:
· PDCP PDU #1 has been received by IAB node #2. 
· PDCP PDU #2 has not been received by IAB node #2 and has been transmitted in air interface by IAB node #1. 
· PDCP PDU #3 has been delivered to RLC layer (then got a RLC SN) from BAP layer within IAB node #1, and PDCP PDU #4 has not been delivered to RLC layer.


[bookmark: _Ref16081616]Figure 1 Re-routing procedure
We need to confirm if lossless data transmission from RAN2 perspective is needed at first.
[bookmark: _Ref16754869]Table 1 Analysis of the necessity of lossless transmission in RAN2
	Related issues
	Analysis
	Observations

	Topology change
	Frequency ranges up to 100 GHz in IAB and BH RLF due to link blockage is possible. Secondly, IAB node handover due to load balance across backhaul links [2] is likely.
	Topology change is not a very rare case in IAB.

	Time delay for BH recovery
	In a well-tailored network, intra-donor IAB node path switching should be a typical case to deal with normal requirement such as load balance. For intra-donor IAB node path switching, main time budget is in RAN2.
IAB nodes have knowledge of IAB topology, and then both cell selection and RRC re-establishment should take minor time.
	In the IAB topology, IAB node can access to another parent node quickly.

	The role of TCP retransmission
	There are diverse services in 5G and some of them require low latency and high reliability. TCP retransmission is not a good solution for URLLC services. Even for the services that TCP retransmission is useful, TCP retransmission will lower down data rate. So RAN2 solution is always the first choice if available.
	We prefer RAN2 solution to TCP retransmission.

	PDCP control PDU
	PDCP control PDUs are E2E (UE to IAB donor) packet and no way to resume them if lost.
	Lossless transmission is needed for PDCP control PDUs.

	Conclusion
	Lossless transmission in RAN2 scope is needed.



[bookmark: _Ref16601239]Proposal 1: Lossless data transmission during topology change needs to be considered in RAN2 scope.
The procedure of lossless transmission
The procedure of lossless transmission has been discussed in the email discussion and three types of pending data were mentioned: transmitting data (PDCP PDU #2), data in RLC buffer (PDCP PDU #3) and data in BAP buffer (PDCP PDU #4). To perform lossless transmission, all the three types of pending data should be transmitted in the new path (IAB node #1 to IAB node #3). To perform lossless transmission, we need to resolve below issues.
· Issue 1: Which layer is responsible to buffer the pending data?
There are two possible layers to buffer pending data: 1) BAP layer, and 2) RLC layer.
RLC layer is not a good choice because when BH path changed, the bearer mapping should be re-established between the IAB node and its new parent node. RLC entities can be totally different to the old ones. Even if the same bearer mapping is used in the new path (such as one to one mapping), RLC entity should be re-initialized and then initial values should be applied to variables, such as first RLC SN should be 0. Then it is hard for RLC layer to retransmit the unacknowledged data (PDCP PDU #2) and the data allocated RLC SN in old RLC entity (PDCP PDU #3).
Since BAP layer is a new layer and it is only located in IAB node (without backward compatible issue), we can take it to be responsible to lossless transmission and buffer the pending data.
[bookmark: _Ref16601243]Conclusion 1: BAP layer should be responsible to buffer the pending data.

· Issue 2: The function of BAP buffer
There are two buffer spaces need to be considered: redundant buffer in BAP layer and transmission buffer in RLC buffer.
After data arrived to BAP layer, it delivers the data to RLC layer directly similar to the operation of SDAP layer. Then there is no transmission buffer in BAP layer and data volume calculation for BSR is not needed in BAP layer.
[bookmark: _Ref16601247]Conclusion 2: There is no transmission buffer in BAP layer and we don’t need to consider data volume calculation for BSR in BAP layer.

Nevertheless, BAP layer maintains a redundant buffer which includes the data has not been transmitted and unacknowledged by peer node.
As shown in Figure 2, after BH path switching and bearer mapping establishment in the new path, BAP layer should deliver the stored data in redundant buffer to RLC layer according to the new RLC configuration and new RLC SN should be allocated to PDCP PDU #2, #3, #4. In this model, RLC re-established is performed when BH path is changed as NR Rel-15.



[bookmark: _Ref16096081]Figure 2 L2 model for lossless transmission
[bookmark: _Ref16601251]Conclusion 3: Redundant buffer in BAP layer can be introduced to store the pending data and the stored data should be delivered to the re-established RLC layer after BH path switching.


Proposal 2: Data delivered to lower layer is stored in BAP buffer, and if the IAB-node switches path to a new parent IAB-node, the BAP entity delivers the data in BAP buffer to lower layer.

· Issue 3: How to delete the data in BAP buffer?
The BAP buffer cannot be infinite and data in BAP buffer needs to be discarded to keep a reasonable storage space occupation.
There are two options for this issue.
· Option 1: Interaction between RLC layer and BAP layer
In this option, RLC layer should indicate BAP layer to discard the data in BAP buffer when RLC ACK of the data is received by RLC. BAP and RLC identify the same data by some specific identity, such as PDCP SN, RLC SN or a new BAP SN. The identity may be maintained between BAP layer and RLC layer in the IAB node internal and don’t need to be transmitted in air interface.
· Option 2: Based on timer and/or moving window in BAP layer
In this option, BAP discards the stored data in BAP buffer based on per packet timer and/or moving window. Reasonable timer or window size value could be used to make the BAP buffer in BAP layer is not too large while all pending data are buffered in BAP layer. Note that redundant transmission is allowed in new path because PDCP redundant discarding is supported.
The issue of data discarding in BAP buffer is performed in IAB node internal and not related to air interface transmission. So we can discuss if we need to standardize it.

According to above procedure for lossless transmission in BH path switching, there are two models to capture it in specification.
Model 1: Minimize specification impact and capture redundant buffer in BAP layer only. 
In Model 1, redundant buffer in BAP layer needs to be stated because it is related to data transmission after BH change. Because data discarding in redundant buffer is within IAB node internal, it is possible to consider it as an implementation issue.
Thus, we can state in BAP specification that: “BAP layer can store the data delivered to lower layer and deliver them to lower layer again after IAB node accessing to another parent IAB node. How to delete the data in BAP buffer depends on implementation. ”

Model 2: Specify the details including data discarding in BAP buffer
[bookmark: _Ref16601255]In model 2, RAN2 needs to decide specific solution for data discarding first. That is, we need to discuss either inter-layer interaction or BAP layer internal solution should be adopted and then dig into the details.
So, we need to specify: 1) redundant buffer in BAP layer; 2) how to manage the data in buffer; 3) possible inter-layer interaction.

Proposal 3: RAN2 discuss and decide whether the procedure of discarding data from BAP buffer is based on implementation.
Conclusion
This contribution discusses lossless transmission in BH path switching and provides the following proposals.
Proposal 1: Lossless data transmission during topology change needs to be considered in RAN2 scope.
Proposal 2: Data delivered to lower layer is stored in BAP buffer, and if the IAB-node switches path to a new parent IAB-node, the BAP entity delivers the data in BAP buffer to lower layer.

Proposal 3: RAN2 discuss and decide whether the procedure of discarding data from BAP buffer is based on implementation.
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