

Page 1

[bookmark: _Ref452454252][bookmark: _GoBack]3GPP TSG-RAN WG2 Meeting #107	R2-1911379
[bookmark: _Hlk4683017]Prague, Czech, 26th August - 30th August 2019		

Agenda item:	11.16
Source:	Qualcomm Incorporated
[bookmark: _Hlk16844866]Title:	Discussion on impact of multi-TRP operation on RAN2
[bookmark: _Hlk506366071]WID/SID:	NR_eMIMO-Core – Release 16
Document for:	Discussion and Decision
Introduction
In the Rel-16 MIMO WID [1], the following item is specified:
· Specify higher layer support of enhancements listed above [RAN2]
This paper focuses on multiple TRP (mTRP) operation and discusses its impact on upper layer procedures.
Discussion
The RAN2 part of Rel-16 MIMO work item starts from August meeting, with only 0.5 TU allocated to each meeting. Given the small amount of meeting time allocated, we think it is sensible to focus RAN2 part of work mostly on upper-layer support required by RAN1 designs, such as new RRC configurations, new UE capabilities, new MAC CEs, etc, except work with well-justified benefits. 
[bookmark: _Hlk16844875]Observation 1. With only 0.5 TU allocated to RAN2 part of MIMO WI, RAN2 should consider only designs with minimum impact on upper-layer procedures, except those with well-justified benefits.
RAN1 have agreed to support two type of mTRP operations: single-PDCCH configuration and multi-PDCCH configuration (up to two PDCCH per serving cell). In single-PDCCH configuration, within a single serving cell UE always receives DCI from a single PDCCH, but the layers/RBs/symbols of the schedule PDSCH may come from different TRPs by SDM/FDM/TDM. This configuration has smaller PDCCH overhead and is more suitable for ideal backhaul. In a multi-PDCCH configuration, network can configure up to two PDCCHs on two different TRPs. These two PDCCH can schedule DCIs independently and each scheduling DCI schedules its own PDSCH. Multi-PDCCH configuration can provide more flexibility and is more suitable for non-ideal backhaul, but at the cost of more PDCCH overhead and potentially higher UE complexity.
In single-PDCCH configuration, UE needs to monitor only a single PDCCH per serving cell as in single-TRP operation, and the PDSCH reception requires changes only in PHY procedures. Therefore, we believe mTRP with single PDCCH configuration should be transparent to upper-layer procedures, except that a new TCI state activation/deactivation MAC CE needs to be introduced to enable pairing between TCI states on different TRPs [2].
[bookmark: _Hlk16844880]Proposal 1. mTRP with single PDCCH configuration has no impact on upper-layer procedures, except that a new TCI state activation/deactivation MAC CE needs to be introduced.
In the rest of the paper, we focus our discussion on multi-PDCCH configuration only. 
RAN1 have agreed that TRPs within the same cell can have different PCIs. In that case, how channels such as PCH and BCH should be configured need to be discussed. To facilitate the discussion, we denote primary TRP as the TRP in SpCell on which cell-defining SSBs are sent. In other cases (i.e. all TRPs have the same PCI), such a distinction is not necessary. 
Since primary TRP is the TRP where cell-defining SSBs are sent, it should be the one that carries PCH and BCH. For similar reasons, we think it is sensible to configure RLM reference signals on only primary TRPs. 
To simplify implementation, we think it is better to make mTRP operations transparent to other RRC procedures such as system information, mobility, RRM, etc.
[bookmark: _Hlk16844885]Proposal 2. In the case where SpCell includes TRPs with different PCIs, PCH, BCH and RLM reference signals are configured only on primary TRP, which is the TRP that cell-defining SSBs are sent. mTRP operation is transparent to other RRC procedures.
In the user plane, since mTRP operation affects only PDCCH monitoring and PDSCH receptions, we think SDAP, PDCP and RLC procedures should not be impacted by mTRP operation.
[bookmark: _Hlk16844889]Proposal 3. SDAP, PDCP and RLC procedures are not impacted by mTRP operations.
In the rest of the paper, we discuss MAC-layer procedures that can be affected by mTRP operations and how to mitigate the impacts as much as possible.
BWP
We believe BWPs should still be configured on per cell basis, instead of per TRP basis, for the following reasons: if BWPs were configured on per TRP basis, that would mean that different TRPs could switch UE’s BWP independently, e.g. TRP #1 switches UE’s DL BWP to BWP #1, then TRP #2 switches UE’s DL BWP to BWP #2. If these two BWPs have different center frequencies, and there is no coordination between two TRPs, then UE has to keep switching between BWP #1 and #2 to receive DCIs from different TRPs. This results in high overhead (2ms BWP switching time) and can severely restrict network’s flexibility in scheduling.
It would be simpler and less error-prone if BWP is still defined on per-cell basis. And TRPs can still dynamically switch UE’s BWP by DCI, but it is left to network implementation to ensure that all TRPs have the same definition of UE’s DL and UL BWPs at end of a BWP switch.
[bookmark: _Hlk16844893]Proposal 4. 	UE’s BWPs are defined on per cell basis, as in single-TRP operation. When UE’s DL or UL BWP is switched by a DCI, network ensures that all TRPs have the same DL and UL BWP configurations for UE at the end of the switch. 
RACH
For CBRA, we think it is desirable to have a single common PRACH shared by access from UEs in all RRC states. This then implies that RACH occasions in this common PRACH should be based on SSBs transmitted only on primary TRP. And the corresponding RA search space (ra-searchSpace) should be configured on the PDCCH on the primary TRP. 
For CFRA (initiated by either handover or BFR), there are two options to configure the candidate beam list associated with the TRPs. One option is that the resources in candidate beam list are only associated with primary TRP, as for CBRA. The second option is candidate beams can come from any TRPs, since CFRA does not have the same restriction imposed on CBRA. That would allow more diversity in the selection of candidate beams and hence is more desirable.
[bookmark: _Hlk16844898]Proposal 5. 	In the case where SpCell includes TRPs with different PCIs, PRACH resources for CBRA are mapped to SSBs transmitted on the primary TRP, and the corresponding ra-searchSpace is also configured on PDCCH on the primary TRP. Otherwise, SSBs for common PRACH can be from all TRPs. For CFRA, candidate beams can be selected from any TRP in SpCell.
It is to be discussed whether different TRPs should have different UL time alignment. We think that should be avoided, because otherwise different UL transmission could overlap with each other. That would create additional unnecessary complexity to scheduling and UE implementation. Therefore, in Rel-16, it is more sensible to mandate that UE applies the same timing alignment to any of its uplink transmission, no matter which TRP scheduled that UL transmission. In addition, in case PDCCH order is needed for a serving cell, it can be sent on any PDCCH within the same timing advancement group. 
[bookmark: _Hlk16844904]Proposal 6. In Rel-16, mTRP operation is transparent to uplink time alignment. PDCCH order for a serving cell can be sent on any PDCCH within the same timing advancement group.
HARQ
How to manage DL HARQ process can become challenging in multi-PDCCH configuration (especially in the non-ideal backhaul case), because different TRPs can schedule DL independently but dynamic coordination between TRPs at the same time scale as HARQ process may not be feasible. 
To minimize the impact on the existing HARQ procedure, we think a single pool of DL HARQ processes should be shared between different TRPs:
· If network is capable of low-latency, dynamic coordination between different TRP groups, then all DL HARQ processes can be dynamically shared, i.e. it does not matter from which a DL assignment is scheduled, UE applies the same HARQ procedure as in single-TRP operation. It has the additional advantage that initial transmission and retransmission may be scheduled by different TRPs to increase diversity, i.e. TRP #0 schedules the initial transmission, UE sends back HARQ feedback, then it receives a DCI for the same HARQ process with NDI not toggled. UE can combine these two transmissions, regardless of whether the 2nd DCI is from TRP #0 or another TRP. This is feasible because from UE’s perspective, there is only a single pool of HARQ processes as if managed by a single HARQ entity.
· If network is not capable of dynamic coordination between different TRP groups, it may semi-statically partition DL HARQ processes between different TRPs (e.g. TRP #0 gets HARQ process 0~7, and TRP #1 gets HARQ process 8~15). This partition can be reconfigured by RRC when traffic load on different TRPs change to avoid underutilization. Again, UE’s HARQ procedure can be the same as that in single-TRP operation, because there is no confusing about HARQ processes partitioned between TRPs. 
[bookmark: _Hlk16844909]Proposal 7. In multi-PDCCH configuration, a single pool of HARQ processes (up to 16, as in R15) is shared among two TRP groups in the same serving cell. mTRP operation should be transparent to UE’s HARQ procedure. 
MAC-layer timers
There are several other MAC layer timers that are started or restarted by scheduling DCI for new data. These timers include BWP inactivity timer, SCell deactivation timer, DRX inactivity timer and data inactivity timer. Since different TRPs can schedule data transmission independently, it is important for different TRPs have the same view about expiry time of these timers. For example, if TRPs did not coordinate with each other and they keep track of the expiry time of data inactivity timer based on only their own scheduling DCIs, then it is possible that UE terminates its RRC Connection when its data inactivity timer expires, while some TRPs are aware of it. 
We think a solution with the least impact on the existing specification is to have network ensure all TRPs in the same serving cell have the same value on the expiry time of these MAC-layer timers.
[bookmark: _Hlk16844914]Proposal 8. Granularity of BWP inactivity timer, SCell deactivation timer, DRX inactivity timer and data inactivity timer is not affected by mTRP operation. Network ensures all TRPs in the same serving cell have the same expiry time for those timers.
Conclusion
Based on the above, we make the following observations related to impact of multi-TRP operation:
Observation 1. With only 0.5 TU allocated to RAN2 part of MIMO WI, RAN2 should consider only designs with minimum impact on upper-layer procedures, except those with well-justified benefits.
We’d recommend RAN2 discuss and agree the following proposals:
Proposal 1. 	mTRP with single PDCCH configuration has no impact on upper-layer procedures, except that a new TCI state activation/deactivation MAC CE needs to be introduced.
Proposal 2. 	In the case where SpCell includes TRPs with different PCIs, PCH, BCH and RLM reference signals are configured only on primary TRP, which is the TRP that cell-defining SSBs are sent. mTRP operation is transparent to other RRC procedures.
Proposal 3. 	SDAP, PDCP and RLC procedures are not impacted by mTRP operations.
Proposal 4. 	UE’s BWPs are defined on per cell basis, as in single-TRP operation. When UE’s DL or UL BWP is switched by a DCI, network ensures that all TRPs have the same DL and UL BWP configurations for UE at the end of the switch.
Proposal 5. In the case where SpCell includes TRPs with different PCIs, PRACH resources for CBRA are mapped to SSBs transmitted on the primary TRP, and the corresponding ra-searchSpace is also configured on PDCCH on the primary TRP. Otherwise, SSBs for common PRACH can be from all TRPs. For CFRA, candidate beams can be selected from any TRP in SpCell.
Proposal 6. In Rel-16, mTRP operation is transparent to uplink time alignment. PDCCH order for a serving cell can be sent on any PDCCH within the same timing advancement group.
Proposal 7. In multi-PDCCH configuration, a single pool of HARQ processes (up to 16, as in R15) is shared among two TRP groups in the same serving cell. mTRP operation should be transparent to UE’s HARQ procedure.  
Proposal 8. Granularity of BWP inactivity timer, SCell deactivation timer, DRX inactivity timer and data inactivity timer is not affected by mTRP operation. Network ensures all TRPs in the same serving cell have the same expiry time for those timers. 
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