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Introduction
[bookmark: _Ref178064866]In the email discussion for flow control, i.e., [106#44][IAB] Flow Control (ZTE), majority companies think UL flow control is not needed but they see needs for DL flow control including end-to-end and hop-by-hop manner. This contribution discusses more details of DL flow control to handle DL data congestion problem properly.

[bookmark: _Toc462951621][bookmark: _Toc462951630][bookmark: _Toc465023135][bookmark: _Toc465023136][bookmark: _Toc465346829]Discussion
As in figure 1, when DL data congestion at the IAB node 2 occurs because the link between IAB node 1 and IAB node 2 has a problem, IAB node 2 can transmit all DL traffics to UE2 without any problems, but all DL traffics toward the IAB node 1 may not be transmitted. This means that only IAB node 1 involves in downlink data congestion at the IAB node 2. Thus, 


Figure 1. Example figure to describe downlink data congestion handling.
In this condition, there is no reason to block DL traffics towards UE 2 and the DL flow control mechanisms including both end-to-end and hop-by-hop manner should not block DL traffics not causing congestion, i.e., traffics toward UE2, and throttles only DL traffics causing DL data congestion, i.e., traffics toward IAB node 1. 
Proposal 1. Both hop-by-hop flow control and end-to-end flow control should throttles only DL traffics causing DL data congestion.

As per the agreement, the NR UP protocol is considered baseline for end-to-end flow control. The current NR UP protocol, e.g., DDDS, is to provide feedback from the corresponding node, i.e., access IAB DU, to the node hosting the NR PDCP entity, i.e., IAB donor CU, to allow the node hosting the NR PDCP entity to control the downlink user data flow via the corresponding node for the respective data radio bearer. This means that the IAB node 2 can request end-to-end flow control for DL traffics toward UE 2, but cannot request end-to-end flow control for DL traffics toward IAB node 1. Thus, to achieve proposal 1, it is inevitable to enhance NR UP protocol or introduce new end-to-end flow control mechanism to throttles only DL traffics toward IAB node 1 in figure 1. This should allow the intermediate IAB node to request end-to-end flow control for the BH link to the IAB donor CU.
Proposal 2. End-to-end DL flow control should allow the intermediate IAB node to request a flow control for data congestion on the BH link to the IAB donor CU.

The next discussion should be how to achieve proposal 1 in hop-by-hop flow control. As shown in figure 1 and below agreements for BAP routing, the congested IAB node (IAB node 2) has routing and bearer mapping table and can know which destination BAP address is forwarded to the congested child link (IAB node 1) and the associated BH RLC channel. In this condition, the IAB node 2 sends to a flow control feedback with destination BAP addresses, which are forwarded to the IAB node 1, to the parent node. Then the IAB node 3 can throttle or block DL traffics for the received destination BAP address indicated by the flow control feedback. Thus, if the flow control feedback for hop-by-hop flow control contain destination BAP address causing DL data congestion, the parent IAB node can throttle only DL traffics causing DL data congestion. 
	- The BAP routing id (carried in the BAP header) consists of BAP address and BAP path ID. Encoding of the path ID in the header is FFS.
- Each BAP address defines a unique destination (unique for IAB network of one Donor , either an IAB access node, or the IAB donor)
- Each BAP address can have one or multiple entries in the routing table to enable local route selection. Multiple entries is for load balancing, re-routing at RLF. For load balancing still FFS what is decided locally and/or decided by the Donor.



Proposal 3. For hop-by-hop flow control, flow control feedback should contain destination BAP addresses which cause DL data congestion.

[bookmark: _Toc450908196][bookmark: _In-sequence_SDU_delivery]Conclusion
In this contribution, we discussed more detail aspects for DL flow control and proposed below proposals:
Proposal 1. Both hop-by-hop flow control and end-to-end flow control should throttles only DL traffics causing DL data congestion.
Proposal 2. End-to-end DL flow control should allow the intermediate IAB node to request a flow control for data congestion on the BH link to the IAB donor CU.
[bookmark: _GoBack]Proposal 3. For hop-by-hop flow control, flow control feedback should contain destination BAP addresses which cause DL data congestion.
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