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1. Introduction

The integrated access and backhaul (IAB) for NR has been developed in 3GPP TR 38.874 [1], and the latest email discussion about the topic low-latency scheduling [106#46][IAB] is undergoing with the report [2]. According to 3GPP RAN2 #106 meeting minutes about IAB [3], it is agreed that “In NR-DC framework for IAB nodes PDCP is not supported for BH RLC channels, so any PDCP related functions like “split bearer” is not supported, For routing etc BAP is used”. In this contribution, we discuss the potential issue and possible options about the consideration of routing for reporting pre-emptive BSR. 
2. Discussion

According to 3GPP RAN2 #105 meeting minutes about IAB [4], it is agreed that “RAN2 confirms that routing and bearer mapping (e.g. mapping of BH RLC channels) are adaptation layer functions”. According to 3GPP RAN2 #105bis meeting minutes about IAB [5], the agreements related to topological redundancy (multi-connectivity) and routing are listed below.
Email discussion (report 105#45 RAN2+3 IAB Misc)
=>
Proposal 10: The following is proposed on topological redundancy.

˙ The IAB-node may have redundant routes with the IAB-donor CU.

˙ NR DC is used to enable route redundancy for IAB-nodes operating in SA-mode.

˙ In this case, the IAB-donor CU controls the establishment and release of redundant routes.
Routing

=>
Routing delivers a packet to a destination node by selecting a next backhaul link among given multiple backhaul links at an IAB node and an IAB donor node as a baseline.
=>
“Destination IAB node/IAB donor-DU address” and “Specific path identifier” (carried in the BAP) are considered as candidate for route identifier for routing at an adaptation layer. Additional required information for routing is FFS
=>
“Destination IAB node/IAB donor-DU address” and/or “Specific path identifier” is unique within an IAB donor-CU.
=>
FFS what ID is used to identify the egress link (next hop link) in routing table. C-RNTI alone will not be used for this purpose.
=>
Load balancing by routing by Donor CU shall be possible
=>
Local selection of path/route is done at link failure, other cases FFS
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Figure 8.6-1 [1]: Uplink Delays in IAB Network: worst case scenario, where none of the intermediate nodes have any UL resources allocated to them

According to the Figure 8.6-1 in TR 38.874 [1], in a multi-hop network, the scheduling delays suffering for the uplink data are likely to accumulate due to number of hops and may require mitigation mechanisms. As the analysis mentioned in subclause 8.6 in TR 38.874 [1], the underlying reason for these delays is that the MT part of an IAB-node can only request uplink resources for the UL data transmission after it actually receives the data to be transmitted, based on the Rel-15 MAC specification. One approach to mitigate such delays consists of initiating an uplink resource request (e.g. pre-emptive BSR) at an IAB-node based on data that is expected to arrive and this would enable IAB-node to obtain uplink resource prior to actual data reception from its child node, which may be another IAB-node or a UE, which it serves.
The issue of low-latency scheduling has been discussed in email discussion [106#46]. According to the report [2] of email discussion [106#46], it seems that majority of companies in the discussion support to introduce pre-emptive BSR for IAB. Therefore, the pre-emptive BSR is likely to be introduced as the uplink resource request at the IAB-node. 
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Figure 9.7.11-1 [1]: An example of route selection

Considering the case that an IAB-node has multiple parent nodes, the IAB-node may need to perform route selection as mentioned in subclause 9.7.11 and Figure 9.7.11-1 in TR 38.874 [1]. It should be noted that the arrow direction should be reversed for the uplink traffic from the UE through IAB-node(s) to the IAB donor. Based on the RAN2 #105bis agreements, route selection for data packet is handled by BAP layer and the routing information may be carried in the header constructed by BAP layer. The information about routing of uplink traffic can be known by the IAB-node when the uplink traffic is ‘actually received’ since the “Destination IAB node/IAB donor-DU address” and/or the “Specific path identifier” can be known from the packet header (i.e. the header of BAP) when the uplink traffic is ‘actually received’. 
For the case of pre-emptive BSR, since the “Destination IAB node/IAB donor-DU address” and/or the “Specific path identifier” are carried in the packet header (i.e. the header of BAP), it is possible that the IAB-node does not know the information about routing of uplink traffic ‘expected to arrive’, since the BSR may contain only the buffer status information about different logical channel groups. Therefore, there may be an issue for the IAB-node to select a proper route (e.g. which parent node the pre-emptive BSR is reported to).
It should be noted that the email discussion [106#46] discusses the issue of reporting SR and BSR to which parent node(s) for the case of multi-connectivity, and the proposal that “SR and BSR generated by a MAC entity need only be reported to the parent node where the peer of that MAC entity resides.” is raised. However, even the proposal is agreed, it is still a problem that how the IAB-node to distinguish that “to which MAC entity should the buffer status for pre-emptive BSR be reported”. Considering a scenario that an IAB-node has two parent nodes and there are two MAC entities corresponding to two parent nodes. Upon the reception of a pre-emptive BSR from a child node, the IAB-node should determine which MAC entity or both MAC entities should trigger pre-emptive BSR and how much data traffic buffer status should be assigned to each MAC entity. However, without the route selection information carried with pre-emptive BSR, it may be difficult for the IAB-node to determine.
Proposal 1:
RAN 2 to discuss the potential issue and possible option on the consideration of routing for pre-emptive BSR.
3. Conclusion

In this contribution, we make the following proposal:
Proposal 1:
RAN 2 to discuss the potential issue and possible option on the consideration of routing for pre-emptive BSR.
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