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1 Introduction
At RAN2#105b meeting, it was agreed that split SRB1 can be used for MCG fast recovery, and whether SRB3 can be used for MCG fast recovery is FFS. In this paper, we discuss the framework of MCG failure recovery via SRB3, and give the specification impact to support MCG failure recovery via SRB3.
2 Discussion
At previous RAN2 meetings, the fast MCG failure recovery via SCG was discussed. Regarding failure cases, it was agreed that MCG leg RLF will be supported for MCG failure recovery, and other failure cases are not to be supported. Regarding failure recovery procedure, it was agreed as follows:
Agreements 

FFS Whether a guard timer is needed for the MCG failure indication message
1
Once the MCG failure indication is triggered, the UE shall:

-
transmit the MCG failure indication;

−
suspend MCG transmission for all SRBs and DRBs;

−
reset MCG-MAC;
−
maintain the current measurement configurations from both the MN and the SN, and continue measurements based on configuration from the MN and the SN if possible.

FFS whether switch the primaryPath to SCG is needed

2
If SCG failure is detected while MCG is supended then initiate RRC re-establishment procedure 

3
Upon receiving the MCG failure indication, the MN sends reconfiguration with sync or RRC Release to the UE via SRB1.

4
Upon reception of reconfig with sync the UE resumes MCG transmission if suspended

In our understanding, the above agreed procedure is also applicable for MCG failure recovery via SRB3, with exception of the primary path switch related FFS. As shown in Figure 1, taking MCG leg RLF as an example, the basic signalling flow for MCG failure recovery via SRB3 is give.
1. Network configures a UE with DC operation, e.g. SN terminated PDCP configurations, SCG configurations, and SRB3 configurations.

2. The UE can receive and transmit RRC messages via SRB3, e.g. SN RRC Reconfiguration, SN RRC Reconfiguration Complete and SN Measurement Report messages, only in procedures where the MN is not involved. 

3. The UE will monitor the MCG leg. If it detects a MCG leg RLF, it should trigger MCG failure recovery failure, as following steps.
i. The UE does not trigger RRC connection re-establishment procedure. 

ii. The UE generate a MCGFailureInformation message, and transmit it to the network via SRB3.
4. The SN receives MCGFailureInformation message, and forwards it to MN via X2/Xn interface.

5. The MN receives MCGFailureInformation message, decides how to recovery the UE’s MCG leg. If the MN needs to sends the RRC message to recovery the MCG link for the UE, it should transmit the RRC message to the SN via X2/Xn interface.

6. The SN receives the MN RRC message, then forwards it to the UE via SRB3.

7. The UE receives the MN RRC message via SRB3, and apply the configuration, in order to recovery the MCG leg.
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Figure 1. Basic signalling flow for MCG failure recovery via SRB3.
The above procedure is generally similar with the one of MCG failure recovery via split SRB1. But there are some details needs further considerations.

· Issue 1: In step 3 ii, how does the UE generate the MCGFailureInformation, e.g. which RRC entity to use, MN RRC or SN RRC. Noted in this paper, in UE side, the RRC terminated in MN called as MN RRC, and the RRC terminated in SN called as SN RRC.

· Issue 2: In step 3 ii, how does the UE send the MCGFailureInformation via SRB3, e.g. using a legacy RRC message or new RRC message.

· Issue 3: In step 4 and 5, how does the SN send MCGFailureInformation message to MN, and how does MN send the MN RRC message to SN. But this can be study in RAN3, in this paper, we do not discuss this.

· Issue 4: In step 6, how does the SN send the MN RRC message to the UE via SRB3, e.g. using a legacy RRC message or new RRC message. 
For issue 1, since MCG failure cases should be detected on MCG leg by MCG protocol layers, at lease the failure types should be generated by MN RRC. Then the question is which specification to define the MCGFailureInformation including failure type and measurement results, MN RRC spec or SN RRC spec, especially for (NG)EN-DC cases. There are two options.

· Option 1 is to define it in MN RRC spec, and the UE MN RRC generate the whole message, and sends it to SN RRC. The UE SN RRC put the RRC message generated by MN RRC in a RRC container, and transmits it via SRB3.
· Option 2 is to define it in SN RRC spec, and the UE MN RRC generate the failure type, then sends failure type to SN RRC. The UE SN RRC generate the whole message, and sends it via SRB3.

Both of the options are workable, and the option 2 is more like the SCG failure procedure. However, considering that there should be a MCGFailureInformation message defined in MN RRC for the case of MCG failure recovery via split SRB, it is better to reuse if for this SRB3 case, with minimum standardization work. 

Observation 1: If MCG failure recovery via SRB3 is supported, the MCGFailureInformation message defined in MN RRC for the case of MCG failure recovery via split SRB1 can be reused.

In this case, for issue 2, the UE SN RRC should put the MCGFailureInformation(RRC PDU) generated by MN RRC in a RRC container, and transmit the SN RRC message carrying the RRC container via SRB3. Then the question is the SN RRC message to carry the RRC container is a new RRC message or legacy RRC message defined in SN RRC spec. In R15, there is a UL-DCCH-Message named FailureInformation message. The FailureInformation message is used for transmit SCG RLC bearer failure information in case of CA duplication is configured. This message could be reused to transfer a RRC container containing MN MCGFailureInformation.
Observation 2: If MCG failure recovery via SRB3 is supported, a RRC container should include in FailureInformation message in SN spec to transfer MCGFailureInformation via SRB3.

For issue 3, a LS is needed to send to RAN3 if RAN2 agree to use SRB3 for MCG failure recovery, and inform RAN3 that RAN3 need to define X2 and Xn AP message to carry RRC message used during MCG failure recovery. The draft LS is provided in [1].

Observation 3: If MCG failure recovery via SRB3 is supported, a LS should be sent to RAN3 to inform them RAN3 work is needed.
For issue 4, RAN2 agreed that MN can send RRCReconfiguration (with reconfigwithsyn) and RRCRelease message to the UE to recovery MCG failure. Therefore, which SN SRB3 DL message to carry the MN RRCReconfiguration/ RRCRelease message should be defined in SN spec. Referring to the method that MN RRCReconfiguration message carrys a SN RRCReconfiguration message, the SN RRCReconfiguration message can be extended to carry a RRC container containing MN RRCReconfiguration/RRCRelease message, and once the UE receives this SN RRC message, the SN RRC forwards the MN RRCReconfiguration/RRCRelease message to MN RRC to apply it. In this case, the UE should send SN RRCReconfigurationComplete message to SN via SRB3. And the SN should send an ACK to MN via X2/Xn interface to let the MN know that the UE has received the MN reconfiguration/RRCRelease message successfully. Then MN can trigger SN release procedure. In case of HO, after the UE accesses the target node successfully, it will send RRCReconfigurationComplete message to the target node. Figure 2 illustrates a case of MCG failure recovery via master node to eNB/gNB change, which is quite the same as legacy HO. 
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Figure 2. MCG failure recovery via HO

Observation 4: If MCG failure recovery via SRB3 is supported, the SN RRCReconfiguration message should be extended to carry a RRC container containing MN failure recovery message for MCG failure recovery via SRB3.

Judging from the spec impact, MCG failure recovery via SRB3 can be supported based on the solution of using split SRB1 with medium standardization effort. Since in NR higher frequency, the SRB3 is probably configured by network, support of MCG failure recovery via SRB3 can reduce RRC Reestablishment possibility. We suggest to support MCG failure recovery via SRB3 and have the following proposals. 

Proposal: MCG failure recovery via SRB3 is supported for (NG)EN-DC and NR-DC. 

· MCG failure recovery via SRB3 reuses the MCGFailureInformation message defined in MN RRC for the case of MCG failure recovery via split SRB1.

· Add a RRC container in FailureInformation message in SN spec to transfer MCGFailureInformation via SRB3.

· Send LS to RAN3 to inform them RAN3 work is needed, if RAN2 agree to use SRB3 for MCG failure recovery.

· The SN RRCReconfiguration message is extended to carry a RRC container containing MN failure recovery message for MCG failure recovery via SRB3.
Based on the discussion above, the corresponding stage 2 draft CR and stage 3 CRs are provided in [2]

 REF _Ref7341884 \r \h 
 \* MERGEFORMAT [3]

 REF _Ref7341886 \r \h 
 \* MERGEFORMAT [4] for (NG)EN-DC.
3 Conclusion

In this paper, we discuss the framework of MCG failure recovery via SRB3, and give the specification impact to support MCG failure recovery via SRB3 according to the following proposal:
Proposal: MCG failure recovery via SRB3 is supported for (NG)EN-DC and NR-DC. 

· MCG failure recovery via SRB3 reuses the MCGFailureInformation message defined in MN RRC for the case of MCG failure recovery via split SRB1.

· Add a RRC container in FailureInformation message in SN spec to transfer MCGFailureInformation via SRB3.

· Send LS to RAN3 to inform them RAN3 work is needed, if RAN2 agree to use SRB3 for MCG failure recovery.

· The SN RRCReconfiguration message should be extended to carry a RRC container containing MN failure recovery message for MCG failure recovery via SRB3.
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