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1. Introduction

RAN2#105bis has agreed to “Adopt a mechanism in MAC spec to handle the UL LBT failure, where “consistent” UL LBT failures (at least for UL transmissions of SR, RACH, PUSCH) are used for problem detection”.
RAN2#106 has further discussed this topic but could not make much progress. Therefore, it was agreed to have the following email discussion towards the goal of finding an acceptable solution:

 [106#49][NR-U] Consistent LBT Failures (Qualcomm)


Intended outcome: Report, Identify the options on the table, for recovery actions, and detection of consistent LBT failure. 


Deadline:  Thursday 2019-08-08

Even though the title and scope of the email discussion do not spell out “uplink” explicitly and there were some papers which also discussed DL LBT failures (e.g. R2-1906309), here we will focus on uplink since all the discussion in RAN2#106 as well as the RAN2#105bis agreement on the mechanism were also for uplink only. Any additional DL LBT failure issues can be discussed separately during RAN2#107 based on contributions.

This report will capture the company views on handling of consistent LBT failures and provide way-forward proposals based on consensus or majority view. 

2. Discussion

There were many papers submitted to RAN2#106 on the mechanism to detect and act on consistent UL LBT failures (see References). There were divergent opinions on what constitutes an LBT failure, which transmissions should be considered, how the failures should be counted, and what actions should be taken.

For the discussion here, the aim should be to clarify these issues and try to form a consensus or majority view which can be acceptable to all in the end. It is also important to keep the design as simple as possible given that there is not much time left in Rel-16.

The first step is to decide on what type of transmissions should be considered for this mechanism. The RAN2#105 bis agreement had the phrase “at least for UL transmissions of SR, RACH, PUSCH”. These transmissions are initiated or visible to MAC in the existing NR specification. Other UL transmissions such as other CSI, HARQ feedback, and SRS can also go through LBT failures. However, these will require unsolicited LBT failure indication from PHY to MAC. It can also be envisioned that the gNB can detect LBT failures and problems for other UL transmissions, especially when they are transmitted periodically. Therefore, it could be simpler and sufficient for RAN2 to focus on SR, RACH, and PUSCH.
Question 1: Should the considered LBT failures be limited to the transmissions of SR, RACH, and PUSCH?

	Company
	Response
	Additional Comments

	vivo
	No strong view
	It is still possible to include other LBT failures.

	Google
	No
	Knowledge of unsuccessful/successful LBT attempts at the MAC layer can be useful to allow for timely and correct detection of consistent LBT failure. Given that the PHY does provide LBT outcome information to the MAC is some cases, it does not seem like a big issue to keep track of all LBT attempts. Note also that the SR can be part of PUCCH and sent with other control information, so it may be simpler to consider all LBT attempts.

	Charter Communications
	No
	Excluding other types of UL transmission could delay detection of a consistent LBT failure. So there is a tradeoff between complexity as mentioned above and delay (in detection of consistent LBT failure events). We believe unsolicited LBT failure indication from PHY to MAC can be handled along LBT failure indications, hence suggest to all UL transmission LBT failures. 

	MediaTek
	No
	If the recovery actions from consistent LBT failures involve switching the UE to a different sub-band or UL BWP, the transmissions initiated by PHY such as CSI, HARQ feedback, and SRS (referred to as “PHY initiated transmissions” hereafter) will be impacted as well. If the sub-band is experiencing problems due to excessive LBT failures, it is reasonable for the PHY initiated transmissions to continue on the new sub-band or UL BWP. Considering this aspect, we think that the LBT failures for PHY initiated transmissions should be counted when evaluating the consistent LBT failure condition. RAN2 should send an LS to RAN1 and make a recommendation for this requirement.

	Ericsson
	No
	The LBT failure monitoring shall consider any UL transmission regardless what type or on which channel the transmission is carried on. Since those UL transmissions which are triggered by the PHY layer, and not visible to the MAC for example SRS, also may require LBT operations prior to transmissions, ignoring them in the LBT failure monitoring may lead to that the LBT failure detection being delayed, which may be unacceptable especially for those UL transmissions with critical delay requirements.

	Lenovo
	No
	The aim of this mechanism is to address consistent channel unavailability on the Uplink, which is a common issue for all uplink procedures and signals. Hence all UL transmission should be considered for detection of consistent LBT failure.

	Huawei, HiSilicon
	No
	We understand the intention of rapporteur that only the UE-initiated UL transmission, such as RACH, SR, configured grant, should be taken into account in this UL LBT handling mechanism. However, taking them into account does not impact on the network-side solutions, such as RRC release or RRC reconfiguration, etc. Excluding the network-initiated UL transmission will not let the UE has a true estimation on the channel condition it is experiencing, thus not aligned with the intention for designing this UL LBT handling mechanism. 

	ZTE
	No
	LBT failures can result from both MAC initiated and PHY initiated transmissions. If we develop the framework such that MAC is responsible for counting LBT failure indications and Phy is responsible for generating these indications, then there is no additional complexity with inclusion of the unsolicited indications from PHY (just like BFR framework). So, we think all UL transmissions (whether MAC or PHY initiated) can be included in the LBT failure detection. This ensures that any congestion on the channel is detected at the earliest. 

	Nokia
	Yes
	Only needed for UE initiated transmissions. CSI report, HARQ feedback, SRS transmission are all known to the gNB, so it can detect the failure based on DTX detection. Unlike SR/RACH/PUSCH on configured grant are UE initiated UL transmissions which the gNB is not aware of. 

	Fraunhofer
	No
	There should be a consistent handling of LBT failures for all uplink transmissions.

	LG
	Yes
	The UE needs not to detect the consistent LBT failure if it has no data available for transmission. If the LBT failures for all types of UL transmission, including SRS or CSI, are considered, the UE unnecessarily declares the consistent LBT failure, even when it has no available data. In addition, considering that UL and DL of a unlicensed cell operate in a same frequency band, the LBT outcome for HARQ feedback at the UE side is correlated to the LBT outcome for the related DL transmission at the gNB side, and the gNB can detect the problem without consideration of LBT failures for the HARQ feedback at the UE side.

	OPPO
	Yes
	We prefer to consider SR, PUSCH and RACH, since it’s initiated by UE itself. For other uplink transmission, the LBT failure should be aware by the network side thus it can be handled by the network.

	InterDigital
	Yes
	Agree with Nokia. Other transmissions may be considered if they are initiated by the UE. MAC receives LBT failure notifications from the physical layer for SR, RACH, and configured grant PUSCH transmissions.

	Intel
	No
	In our view, all uplink transmissions should be considered since LBT will be performed for all transmission types. This includes not just UL transmissions visible to MAC but also other L1 transmissions such as PUCCH transmission related to UCI and SRS. 

	ETRI
	No
	Detecting consistent LBT failures are preferably considered for all available types of UL transmissions. It’s more important of avoiding consistent LBT failures properly though the complexity increases.

	Samsung
	Yes
	We share the view with Nokia, and also want to have a unified procedure and recovery action for all the SR, RACH, and PUSCH transmission.

	Panasonic
	No
	The aim of this mechanism is to consider all UL transmission which is triggered by UE. Hence it should not be limited to SR, RACH, and PUSCH.

	Fujitsu 
	No 
	All types of UL transmissions are considered if no separate mechanism is introduced. Otherwise, different mechanisms can be introduced for the transmissions of SR, RACH and PUSCH separately in R16.

	Convida
	Yes
	We agree with Nokia, OPPO, and InterDigital. SR, RA & PUSCH transmissions is all that is visible to UE MAC operation and these transmissions are not known to the gNB. Failure of other transmissions can be detected by the gNB..

	Potevio
	Yes
	Since SR, RACH and PUSCH are initiated by UE, gNB is not aware. A consistent UL LBT failure process is generated to solve this problem. However, other UL transmissions are aware for gNB and gNB can solve this problem.Hence, we think it should be limited to SR, RACH and PUSCH.

	Qualcomm
	Yes
	It will be simpler if we focus on MAC initiated transmissions.


Conclusion: 
8 companies want to limit the UL LBT failure mechanism to SR, RACH, and PUSCH while 12 companies want to consider other transmission. 1 company has no strong view so will be assumed neutral. 
One company who said “No” says that network-initiated UL transmissions should not be excluded. The rapporteur wants to note that the intention here was not limit PUSCH to CG only so this should be clarified by RAN2.

Other companies who want to consider PHY initiated transmission argue that this will expedite the detection of LBT failures.

Since there is no significant majority to support PHY initiated transmissions, the baseline can be kept, and these can be discussed further.
Observation 1: There is no significant majority to support PHY initiated transmissions.
Observation 2: RAN2 agreement to support PUSCH did not differentiate between CG and dynamic grants.

Proposal 1: Keep the baseline of considering at least SR, RACH, and PUSCH for the UL LBT failure mechanism. 
Proposal 2: RAN2 should clarify that PUSCH transmission is for both CG and dynamic grants.
Proposal 3: PHY initiated transmissions such as UCI and HARQ feedback can be discussed further, along with the necessary unsolicited LBT indication from PHY to MAC.
The next issue is to decide on what constitutes an LBT failure. As a prerequisite, it would be beneficial to clarify the current MAC procedures for UL transmissions and how they are impacted by LBT.

When SR is triggered, if there are PUCCH resources configured and they do not overlap with a measurement gap or UL-SCH resource, MAC will request PHY to transmit on the first valid PUCCH resource. If there are multiple overlapping SR resources, it is up to the UE to select one. 

When RACH is triggered, the preamble and resource for msg1 can be provided by the gNB (contention free) or selected by the UE. For a given preamble, the MAC will select the first available possible RACH occasion for transmission.

The PUSCH transmission for dynamic grants follows the timeline signalled in the PDCCH while the configured grant times will also be configured for certain slots. The responsibility of the MAC is to deliver the grant for a particular time point and HARQ process.

In all of the above case, MAC will determine a resource and a time for transmission. In NR licensed, if there needs to be re-transmission (e.g. for msg1), the MAC will repeat the selection process.

For NR-U, what needs to be specified is the MAC action if the transmission can not happen due to LBT failure. For RACH, it was already agreed in RAN2#105bis that “The PREAMBLE_TRANSMISSION_COUNTER is not increased if the preamble is not transmitted due to LBT failure” and “MAC returns to the resource selection step if LBT fails for Msg1 transmission opportunity(ies)”. These agreements require the need of an LBT failure or success indication from PHY to MAC for each msg1 transmission attempt. Therefore, LBT failure for RACH should be defined as when msg1 cannot be transmitted on the resources selected by the MAC. This can be generalized to also SR and PUSCH transmissions. The 2-step RACH and msgA transmission should be discussed after RAN1 agrees on how the LBT is performed for msgA. 

Question 2: Do you agree that an LBT failure can be defined as PHY not being able to transmit an SR, msg1, or PUSCH on the uplink resources indicated by the MAC? Note that this does not imply that all LBT failures should be considered or counted as equivalent.

	Company
	Response
	Additional Comments

	vivo
	Yes
	The LBT failure indication of a MAC selected uplink transmission (e.g. SR, RACH, and PUSCH) should be from the PHY to the MAC. We think that if within a time period all the uplink transmission(s) including PRACH, SR and PUSCH fails due to the LBT failure, the count should be incremented by 1. We should avoid the UL LBT failure counter increments contiguously within a very short time period, as the frequency channel could be occupied by another node for up to 10ms which may cause 10 or more UL LBT failures.

	Google
	Yes
	As indicated in our response to Q1, we can also extend this to other transmissions.

	Charter Communications
	Yes
	Yes, but it should not be exclusively SR, Msg1, PUSCH. As explained in our response to Q1, we believe other instances of LBT failure should also be considered.

Regardless what LBT is used for MsgA, we believe LBT failure should be counted toward the declaration of a consistent LBT failure event. 

	MediaTek
	Yes, and including PHY initiated transmissions.
	LBT failure occurs when PHY is not able to perform a transmission due to channel being detected as busy after performing the LBT procedure on an unlicensed cell. As mentioned in our response to Q1, both MAC initiated and PHY initiated transmissions should be considered.

Note that this only applies to transmissions that are actually scheduled by MAC or PHY. There is no need to perform a “virtual” unsolicited LBT procedure without any data to transmit and to use it for assessing the channel condition.

	Ericsson
	Partly Yes
	The proposed definition is Ok to UL transmissions of SR, Msg1 or PUSCH. As we commented for Q1, we also need to define LBT failures for other UL transmissions, such as SRS, UCI on PUCCH,  For those transmissions, an LBT failure is defined as PHY not being to transmit an SRS or UCI on PUCCH. 

	Lenovo
	Yes, but definition should be extended to cover all UL transmissions
	If consistent LBT failure declaration is a MAC functionality then PHY should indicate LBT failure, i.e. not being able to make a scheduled transmission due to channel unavailability, for all UL transmissions to MAC.

	Huawei, HiSilicon
	Yes, Partially
	As we have mentioned, all UL transmission needs to be taken into account for UL LBT handling. Thus, in addition to the UL transmission that MAC is aware of, PHY should indicate to MAC the UL transmission that succeeds of fails due to LBT. 

	ZTE
	Yes for SR and PUSCH, No for RACH
	For SR and PUSCH, the we agree that the above procedure works. For RACH, we are not sure how this will work. Specifically, if multiple RACH resources are configured (in time/frequency domain) to improve the RACH success rate, then it is not clear how this framework will work. i.e. will the LBT failures be counted on all the failed resources or will they be counted only once etc? So, for RACH we think a separate framework should be used. We think the RACH procedure should be time limited (i.e. a simple time based approach to limit the overall RACH procedure) is more appropriate.  

	Nokia
	Yes
	

	Fraunhofer
	Yes
	For the types of transmissions mentioned this definition is valid. However, all types of UL transmissions which fail should count towards LBT failures.

	LG
	Yes
	PHY should deliver the LBT failure indication to MAC for the UL transmission indicated by the MAC. However, we are not sure that LBT failure for other UL transmission needs to be considered, since this may cause the UE to unnecessarily declare the consistent LBT failure, even when it has no data available.

	OPPO
	Yes
	

	InterDigital
	Yes
	An UL LBT failure can thus be generally defined as an instance of reception of a notification of UL LBT failure in MAC.

	Intel
	No
	With our response to Q1 to consider all transmission types, LBT failure can be defined as PHY not being able to transmit an UL transmission on an uplink resource opportunity (or opportunities in frequency domain) either configured by RRC or indicated by MAC.  

	ETRI
	Partially Yes
	An LBT failure is for PHY UL transmissions including PHY initiated transmissions.  

	Samsung
	Yes
	

	Panasonic
	Yes
	LBT failure should be defined in PHY however it should not be limited to only MAC related transmission and applicable to PHY related uplink transmission (i.e SRS, CSI and HARQ ACK-NACK). 

	Fujitsu 
	Yes 
	RAN1 feedback is needed.

	Convida
	Yes
	The mechanism to indicate LBT failure from the PHY to the MAC should allow the MAC to know if the failure was from an SR, msg1, or PUSCH transmission.

	Potevio
	Yes
	Agree with InterDigital.

	Qualcomm
	Yes
	


Conclusion: 
All companies except 1 said “Yes” or “Partially Yes”. The companies who said “Partially Yes” and “No” also agree that this definition is suitable for MAC initiated transmission but PHY initiated transmissions should also be considered. Therefore, the definition can be limited to MAC initiated transmissions for now.
Observation 3: All companies agree that the definition for UL LBT failure is suitable for MAC initiate transmissions.

Proposal 4: For MAC initiated transmissions, an UL LBT failure is defined as PHY not being able to transmit on the uplink resources indicated by the MAC.
One of the variances among the proposals in RAN2#106 was about the trigger for determining “consistent” LBT failures. This is intertwined with the recovery action for which there was a split between having a common action (e.g. RLF) or separate actions e.g. depending on the transmission type. There were also different opinions on whether the LBT failure should be per cell, per access category, per sub-band etc. To make progress, it might be better to handle these parts last and try to converge on how to count the LBT failures first. For the argument’s sake, here we can assume that there is only a single type of LBT failure and single type of uplink transmission.

Most contributions had a “timer” component in counting the LBT failures. In other words, the “consistent” events have to be observed during a time duration. One exception was (R2-1906403) which argued that there is no need for an additional timer since SR and CG are periodic in nature; a similar proposal is also implied in R2-1907737.

Since all RRM, RLM, and BFD procedures do have a timer, it may be possible to get a near consensus on the usage of a timer. Note that the timer may directly determine the duration where LBT failures are considered as in RLM or can be used to control the count as in BFD if a “count” component is agreed. There was also a proposal (R2-1905625) where a failure is incremented if all LBT attempts fail within the duration, which can be considered as timer controlling this duration. In all of these, the common functionality is that the LBT failures have to happen within a certain duration and thus the mechanism does not have infinite memory.

Question 3: Do you agree that “consistent” LBT failures should be declared only if LBT failures are observed within a finite time duration where a timer is used to directly (e.g. RLF) or indirectly (e.g. BFD) limit this duration? 

	Company
	Response
	Additional Comments

	vivo
	Yes
	We should avoid the UL LBT failure counter increments contiguously within a very short time period, as the frequency channel could be occupied by another node for up to 10ms which may cause 10 or more UL LBT failures. If the UE does not receive any LBT failure indication from the PHY within a finite time duration, we consider that the count for the consistent LBT failure should reset.

	Google
	Maybe
	A big difference from RLF and BFD like mechanisms and consistent LBT failure detection is the fact that LBT attempts need not be periodic. So we think a mechanism that can adapt and account for the number of uplink LBT attempts needs to be considered.

	Charter Communications
	Yes
	If a max number of LBT failures are observed within a finite time duration

	MediaTek
	Yes
	Given the temporal nature of channel occupancy, the detection of consistent LBT failures should be within a finite time duration. Occasional LBT failures occurring within a very long time period should not result in raising a consistent LBT failure.

	Ericsson
	No
	We think it is unnecessary to define an additional timer besides a counter due to below reasons

1) It is unnecessary to trigger a fast recovery due to RLF for a UE with little data demand. If the traffic is latency sensitive, the counter can be set with a small value to trigger the recovery action faster.

2) It is more complicated to maintain an additional timer for handling consistent UL LBT failures. The timer value would depend on both data activities and QoS requirements. 

Therefore, it is sufficient to define only a counter for monitoring of UL LBT failures. In this way, if the number of consecutively occurred LBT failures reaches a maximum number (which is configured by the network), a UL LBT problem can be declared.

In addition, once a UE starts to transmit after success of LBT operation, the UE resets the counter. In this case, the channel may have recovered from LBT failures. A threshold of consecutive UL transmissions may be defined to secure the decision. In other words, the UE can reset the counter for LBT failures if the UE has made a configured number of consecutive UL transmissions.

	Lenovo
	Yes
	Agree with Charter Communications

	Huawei, HiSilicon
	Yes
	For RLM, N310 is not counted within the window. For RLM, the use of the time T311 is to count the number of in-sync indications during the recovery of the physical layers. We can define a timer that is similar to T311 for counting the number of LBTs

In BFD, the use of the timer is actually only to reset the BFR counter and since RAN1 has agreed that BF indication for triggering beam failure should be consecutive, the value of the timer can only be configured as one BFD period. For RRM, we don't think there is such a timer defined. 

	ZTE
	Yes, BFD frame work can be used for all channels except RACH
	i.e. LBT failure condition is declared by MAC when the number of LBT failure indications from the physical layer reaches a configured threshold before a configured timer expires (i.e. similar to BFD framework). 

	Nokia
	
	Depends on whether we need multiple LBT success to exit the consistent failure state. If only one success, then counter is equivalent to timer. Note that the UE might not have consecutive UL transmissions.

	Fraunhofer
	No
	Agree with Nokia

	LG
	Yes
	Considering the dynamic nature of the unlicensed spectrum, both of temporal LBT failures within a relatively short time duration and occasional LBT failures over a relatively long time duration hardly seem to be a problem. Thus, in order to declare the consistent LBT failure, a timer and a counter are both needed.

	OPPO
	Yes
	We think BFD modeling can be well aligned in this case

	InterDigital
	No
	Configuring an appropriate maximum number of UL LBT failures to trigger the recovery action is sufficient and can be equivalent to having a timer, given transmissions are retransmitted upon failing LBT. 

The BFD timer is considered in beam failure detection to reset the BFI counter only after a hysteresis period of satisfactory channel quality. Such timer is not needed for resetting the LBT failure counter, as the LBT failure is no longer “consistent” after a single LBT success; a single LBT success should reset the LBT failure counter.

If counting too many LBT failures within a short period is a concern, an evaluation period can be considered to limit the incrementing the counter by one UL LBT failure during this period.

	Intel
	Agree
	A timer is needed together with a counter to count “consistent” LBT failures. For PUSCH, we have to consider dynamic UL grant which the resource allocation by the gNB may not be periodic as well as if we are considering all transmissions including L1 initiated transmission will result in aperiodic LBT indications from L1.  Timer is needed to provide an observation window on the amount of LBT failures occurring within the time.

	ETRI
	Yes
	LBT failure counter increases within a running timer. In addition, it is necessary to restart the timer when occurrence frequency of LBT failures during a duration is low since the LBT failures occurs non-periodically.

	Samsung
	Yes
	Same view as Charter and Mediatek

	Panasonic
	Yes
	Agree with Charter Communication

	Fujitsu 
	Yes 
	

	Convida
	No
	Declaring consistent LBT failures when a counter reaches a configured threshold, and resetting the counter upon LBT success should be sufficient.

	Potevio
	Yes
	We think this consistent LBT failure process need a timer,which  is used to guarantee the availability of the counter.

	Qualcomm
	Yes
	


Conclusion: 
15 companies think a timer is needed while 4 companies do not. 
1 company put “Maybe” while 1 other company put “Depends”. The latter company points out that if the timer is stopped with only one LBT success, then it will be equivalent to a timer; this point was not explicitly covered in this email discussion but naturally the stopping for the timer should be discussed.
The companies who don’t think the timer is not needed argue that a single success can be equivalent to the timer or the counter maximum value can be adjusted based on the traffic type.

Since there is a significant majority for introducing the timer, this can be taken as a way-forward with the option to have infinite value.

Observation 4: A large majority of companies want to introduce a timer.
Proposal 5: A timer is introduced for the UL LBT failure mechanism to count the number of LBT failures within a finite duration. The value of the timer can be configured to be infinity. 
Assuming there will be a timer, the next question is when to start the timer. 

One option is for it to be triggered by an LBT failure event given that there is not much point in taking an action at the MAC if there are no LBT issues. The failures could be multiple consecutive events, e.g. as in N310 in RLM, or a single event, e.g. as in BFD. If the former, the number for the consecutive events can be configured by RRC. 

Another option is to have the timer started by an UL transmission attempt where the goal is to declare a failure event if the UL transmission cannot occur due to LBT failures within a certain time. 

We can list the options as:

Option A: The timer is started when N>=1 consecutive LBT failures occur (for example, as in RLM and BFD type procedures)

Option B: The timer is started when UL transmission is triggered by MAC (separate timers can be defined for SR, PUSCH, and RACH).

Option C: The timer is started/restarted when UL transmission is performed by PHY.

Some contributions had included both options and for example proposed to use Option A for SR and PUSCH while Option B for RACH.

Question 4: Which Option(s) do you prefer for starting the timer? If neither, please describe other options.

	Company
	Response
	Additional Comments

	vivo
	Option C
	We think that a common timer can be used for all uplink transmission of SR, PUSCH, and RACH. The timer can be restarted when any uplink transmission(s) including PRACH, SR and PUSCH is performed.

	Google
	Option A with N=1
	The timer should be started whenever an uplink transmission fails due to LBT issues. The mechanism can of course consider multiple (possibly consecutive) LBT failures.

	Charter Communications
	Option A
	We support Option A. 

We believe having multiple timers for SR, PUSCH and RACH is unnecessary since the events that lead to an LBT failure is agnostic to the type of transmission.  

	MediaTek
	Option A for PUSCH and PHY, Option A or B for RACH and SR
	For PUSCH and PHY initiated transmissions, the mechanism in Option A should be used, because these transmissions are generally independent from each other and not part of another underlying procedure such as RACH and SR that has to be time limited.

For RACH and SR, two options can be considered:

1) Option B can be used if the main objective is to limit the duration that the procedure runs. After the time limit, the procedure (RACH or SR) can be considered unsuccessfully completed.

2) Alternatively, Option A can be used if it is possible to guarantee that the RACH/SR procedure will not be stuck indefinitely, by applying appropriate configuration. For a BFD-like mechanism, this can be achieved by making sure that the timer value is greater than the RACH/SR periodicity. This will ensure that the LBT failure counter is incremented for each failed RACH/SR transmission attempt, and the maximum counter value is reached if the LBT failures are persistent.

The two options above for RACH and SR should be further discussed in RAN2.

	Ericsson
	Neither option
	See our arguments for Q3   

	Lenovo
	Option A
	

	Huawei, HiSilicon
	OptionA
	Can follow the design in RLM.

But actually, for BFD, the timer is started/restarted whenever an indication of beam failure is received from PHY.

	ZTE
	Option A for all UL transmissions except RACH
	

	Nokia
	Option A with N=1
	Agree with Google. 

When N consecutive failure happens, recovery actions should already be taken. The timer should be started when the UL LBT failure happens so that the recovery actions happens at a predictable time. The consecutive part failure could be used to reset the timer or not, e.g. the timer could be reset whenever the concerned UL transmission goes through.

Option A with N=1 is preferred over option B so that the UE only needs to start the timer/counter when failure happens, instead of at each UL transmission.

	LG
	Option A with N=1
	The timer should be started when an LBT failure occurs while the timer is not running and stopped when an LBT success occurs. The mechanism should count the number of LBT failures while the timer is running in order to determine whether the LBT failures is considered as a “consistent” problem.

	OPPO
	Option A
	N=1, and when timer expires, UE reset the counter.

	InterDigital
	Neither option
	As explained in the previous answer.

	Intel
	Option A with N=1
	The timer is started by the first LBT failure indication and consistent UL LBT failure is declared if N>=1 LBT failure indications occur while the timer is running (for example, similar to BFD type procedure)


	ETRI
	Option A
	The mechanism does not perform for a period of time when LBT failure does not occur. It is appropriate that the timer is started when LBT failure occurs and restarted if necessary.

	Samsung
	Option A with N=1, and also…
	Timer is started when LBT failure indication is received from PHY. However, it would also be desirable to stop the timer when LBT success indication is received from PHY as it implies that the LBT issue has been resolved.

	Panasonic
	Option A with N=1
	Similarly as BFD procedure, timer should be started when first LBT failure occurs.

	Fujitsu 
	Option A
	

	Convida
	Option A with N=1 or Option B
	If we need a timer it should be started upon the first failure and separate timers should be defined for SR, PUSCH, and RACH. 

	Potevio
	OptionA with N=1
	The timer started when LBT failure happens, as in BFD type procedures. And it should be restarted  when LBT failure happens again.

	Qualcomm
	Option A
	


Conclusion: 
15 companies fine with Option A. 1 company supports Option A for transmissions except RACH. 
8 companies who support Option A also want to use N=1, i.e. the timer starts with single UL LBT failure. 
1 company who supports Option A can also accept Option B while 1 other company can accept Option B also for SR and RACH.
Two companies do not any option because they are against the timer. 

If a timer is introduced, it is again reasonable to go with the majority here. Even though the stopping criteria was not explicitly discussed in the email discussion, it should naturally be decided.

Observation 6: A large majority of companies who support a timer also prefer it to be started with when N>=1 consecutive UL LBT failures occur.
Proposal 6: If a timer is introduced, it is started when N>=1 consecutive UL LBT failures occur. RAN2 should discuss whether to further limit N=1 only.

Proposal 7: RAN2 should discuss the stopping criteria for the timer, e.g. none or N>=1 consecutive UL LBT successes.
It is reasonable to assume that the “consistent” LBT failures should be declared only if LBT failures happen more than once which is also implied by the usage of “consistent”. One option is to have a threshold value, configured by the NW, which controls the maximum number of allowed LBT failures. Another option proposed in RAN2#106 included just relying on the time component and declaring a failure when there are no LBT successes within a certain duration.

Question 5: Do you support the configuration of a “threshold” for the maximum number of LBT failures to trigger the “consistent” LBT failures event?

	Company
	Response
	Additional Comments

	vivo
	Yes
	

	Google
	Maybe
	We think a threshold is needed but how exactly it is used, and how it is used in conjunction with timers and other counter based thresholds needs further discussion.

	Charter Communications
	Yes
	Configuring a threshold for the number of LBT failures is the right approach. 

We object to “relying on the time component and declaring a failure when there are no LBT successes within a certain duration”. Channel access by competing devices is patchy and in between patches (during the timer interval) LBT may not fail, but this would not indicate the overall channel access status of the channel.

	MediaTek
	Yes
	A threshold should be defined. If the threshold is reached, consistent LBT failures event should be triggered.

The alternative method (declaring a consistent LBT failure when there are no LBT successes within a certain time) cannot cover all scenarios, for example when the transmissions are non-periodic and/or non-deterministic.

	Ericsson
	Yes
	A counter is needed in order to declare a “consistent” LBT failure, which is similar to what exist for RLM or BFD.

	Lenovo
	Yes
	Different thresholds could be defined for different CAPC values and Channel access types (see Q8)

	Huawei, HiSilicon
	Yes
	A threshold is configured that when the counter exceeds the threshold, UL failure behaviors are performed. 

	ZTE
	Yes
	Except for RACH, for all other transmissions, we think we can use a configured threshold for max number of LBT failures (like BFD). 

	Nokia
	Yes 
	The threshold could be timer value or counter value or combination of both.

	Fraunhofer
	Yes
	

	LG
	Yes
	In order to measure “consistency” of the successive LBT failures, a counter and a threshold for the counter are also needed. RLF detection or BFD is based on the monitoring of a reference signal with a certain periodicity or with a predefined time interval, whereas LBT for UL transmission of RACH, SR, or PUSCH is not performed periodically but performed irregularly according to data activity or resource configuration for the UL transmission. Thus, only with a timer, the consistent LBT failure cannot be correctly declared and introduction of a counter and a threshold for the counter is also needed. The declaration of the consistent LBT failure should be determined by combination of the two conditions, i.e. the expiry of the timer, and the counter value above the threshold.

	OPPO
	Yes
	

	InterDigital
	Yes
	A consistent LBT failure can be triggered and the recovery action is performed when the UL LBT failure counter reaches a configured threshold. 

	Intel
	Yes
	As mentioned in question 4, we support the idea to count the number of LBT failures within a time period just like in BFD and a max counter value and a timer value are needed to be configured. How the values are set (e.g. in terms of transmission types, LBT CAT and CAPC etc.) should be discussed further.

	ETRI
	Yes
	A threshold should be configurable. It’s a function of both what the period of a timer is and what the frequency of LBT failures is.

	Samsung
	Yes
	

	Panasonic
	Yes
	Agree with LG

	Fujitsu 
	Yes 
	

	Convida
	Yes
	LBT failures should be counted individually per MAC procedure (e.g. SR, RA), and it should be possible to configure each procedure with a different maximum LBT failure threshold.

	Potevio
	Yes
	We agree to define a threshold to count the numbers of UL LBT failure.

	Qualcomm
	Yes
	


Conclusion: 
All the companies agree that a threshold for the counter is needed. One company also argues that how it is used in conjunction with the timer needs further discussion.
Since there is almost unanimous confirmation, it can be taken as an agreement.

Observation 7: There is almost unanimous support for introducing a maximum value for the counter.

Proposal 8: A “threshold” for the maximum number of LBT failures which triggers the “consistent” LBT failure event will be configured.
If both timer and count are used, there are two immediate options for their interaction:

Option A: count is reset when timer expires and incremented when LBT failure happens (similar to BFD)

Option B: count is incremented if an LBT failure happens when the timer is running (similar to RLF)

Option C: count is incremented when the timer is expired and all UL transmission fail due to LBT failure within the running period of the timer. 

In Option B, a stopping criterion for the timer is also needed, where the natural choice is based on the detection of LBT successes (R2-1907584). 

One justification for using Option A was not to declare a failure event where UL transmissions do not happen for a long time (R2-1905675).

Question 6: Do you support Option A or B? If neither, please describe other options.

	Company
	Response
	Additional Comments

	vivo
	Option C
	We think that if within a time period all the uplink transmission(s) including PRACH, SR and PUSCH fails due to the LBT failure, the count should be incremented by 1. We should avoid the UL LBT failure counter increments contiguously within a very short time period, as the frequency channel could be occupied by another node for up to 10ms which may cause 10 or more UL LBT failures.

	Google
	No opinion at this point
	It is not clear to us that Options A and B are the only reasonable options using both timer and counter.

	Charter Communications
	Option A
	

	MediaTek
	Option A
	BFD-like mechanism is more reliable because it does not require new UL transmissions in order to stop the timer to avoid raising a consistent LBT failure condition. Therefore it is suitable for non-periodic transmissions.

RLM-like mechanism only works if there are periodic data points, i.e. periodic transmissions, and this may not cover all scenarios.

	Ericsson
	neither option
	See our arguments for Q3

	Lenovo
	Option A
	We have some preference for a mechanism similar to BFD, but are also open for other options. In our understanding those (implementation) details can be quickly decided once the basic mechanism is agreed. 

	Huawei,HiSilicon
	OptionA
	Same view as MTK that BFD-like mechanism is more suitable here. 

	ZTE
	Option A (for all except RACH)
	But we think this option is not suitable for RACH. For RACH, it is important in unlicensed medium to ensure enough/frequent ROs so that there is a good chance of success for the cat-4 LBT. In order to ensure this, when frequent msg1 ROs or multiple msg1 resources in time/frequency domain are configured (to improve the LBT success possibility), this may lead to unnecessary LBT failure declaration during RACH procedure (if LBT failures occur on all these frequent ROs). So, a timer based approach will be more suitable for RACH. 

	Nokia
	-
	Depends on if only one success transmission can exit the consistent failure state, the counter can be reset whenever LBT successes. Pure Counter/Timer based solution would be quite equivalent.

When there is some UE initiated UL transmission, it will be pending until it is transmitted, so the LBT failure detection procedure is only initiated when there is something to be sent, should not be an issue when UL transmission do not happen. 

	LG
	Option B
	We prefer the RLF like mechanism to detect the consistent LBT failure, since BFD like mechanism has several critical problems. First of all, using the BFD like mechanism, where the UE declares the problem at the moment that the counter reaches a threshold, the UE cannot avoid too early declaration of the consistent LBT failure. Considering that MCOT of the unlicensed cell is 10ms, whereas periodicity of a CG resource can be as short as 1/14ms for the case of 30kHz SCS, a significant number of LBT failure indications may be delivered by PHY within a relatively short time duration. The UE should avoid declaring the consistent LBT failure too early.

Moreover, the BFD like mechanism may leave the UE stuck in the consistent LBT failures. Considering that UL and DL of the unlicensed cell operate in a same frequency band like TDD, if the UE is suffering from consistent UL LBT failures, the network is also likely to suffer from consistent DL LBT failures. This means the UE not only cannot perform UL transmission, but also cannot receive scheduling from the network. In this case, the BFD like mechanism would reset the counter to zero when the timer expires, and would not declare the consistent LBT failure. However, the timer expiry is not because the congestion becomes better but because the UE has no resource to perform an LBT again.

	OPPO
	Option A
	

	InterDigital
	Neither option
	Counter is incremented upon receiving an LBT failure notification and reset upon not receiving one (LBT success).

	Intel
	Option A
	We should use timer and counter combination based on BFD

	ETRI
	Similar to Option A
	The counter increases during a running timer and is reset when the timer expires if the number of LBT failures is small. The timer is restarted without resetting the counter if LBT failures occurs a lot. It’s necessary to handling non-periodic LBT failures that the number of LBT failures are various.

	Samsung
	Option A
	

	Panasonic
	Option A
	We prefer similar procedure which is used for BFD (i.e. Timer + Counter).  

	Fujitsu 
	Option A
	

	Convida
	Neither Option
	We agree with Ericsson, Nokia and InterDigital. A counter should be sufficient.

	Potevio
	Option A
	We prefer a BFD-like mechanism, i.e. the counter should be reset when timer expires and be incremented when LBT failure happens.

	Qualcomm
	Option A 
	


Conclusion: 
12 companies support Option A (one company has a variation of Option A which uses if sufficient number of failures happened or not). 
1 company supports an option C which they described and 1 company supports Option B. 
3 companies do not support any option because they are against the timer. 
2 companies didn’t express a specific choice.
Assuming a counter is introduced along with a timer, the majority prefers Option A.

Observation 8: The majority of companies support resetting the timer when timer expires and incremented when UL LBT failure happens.

Proposal 8: If both a timer and a counter are introduced, the counter is reset when timer expires and incremented when UL LBT failure happens.
In NR-U, the UE will perform independent LBT procedures per sub-band in a given cell or BWP. Therefore, several contributions proposed that the mechanisms should have the same granularity. It can also be argued that this increases UE complexity and a common monitoring can be simpler and sufficient. The following options can be considered for the granularity of the mechanism in the frequency domain on the uplinK

Option A: Per uplink

Option B: Only PCell

Option C: Only PCell and PSCell

Option D: Per cell 

Option E: Per sub-band

Option F: Per BWP

It was also proposed in R2-1907737 that the mechanism is only applicable to active BWP but this seems self-evident given that the uplink transmissions are performed only on the active BWP.

Question 7: Which option do you support for the granularity of the mechanism in the frequency domain? You can combine multiple options if appropriate, e.g. Option B + Option E is for per sub-band on PCell only. If neither, please describe other options. 

	Company
	Response
	Additional Comments

	vivo
	Option C or Option D
	We think that a simple way is to consider the constant UL LBT failure event as per cell. Regarding whether to consider PCell or PSCell or SCell, we think that the PCell/PSCell should be at least be considered to avoid the stuck of the uplink transmission. Regarding the SCell, we consider that if the network configures the RSSI/CO report of the SCell, then the UE is able to report the uplink congestion status via the PCell/PSCell. However if the RSSI/CO of the SCell is not configured by the network then the UE is also not able to report the congestion status of SCell to the network. Then we should introduce the event also for SCell.

	Google
	At least option D
	LBT failures can be tracked per cell. These can be combined with other failures (depending on recovery option) to determine whether consistent LBT failure is declared. Since the MAC layer does not have any knowledge of which sub-band is used for LBT, option E should be excluded.

	Charter Communications
	C + E
	Given there could be various competing devices per sub-band it’s logical to have the granularity of per sub-band. A UE without option E could be declaring consistent LBT failures more often and unnecessarily. 

	MediaTek
	Option D + E
	The channel busy condition should be monitored on all cells per sub-band. If it is detected on an SCell, a report can be sent to the network on the SpCell. Then the network can reconfigure the UL for the SCell. This can be useful in CA between licensed and unlicensed cells.

Monitoring per sub-band enables the UE to select other sub-bands on the same cell first, if available (in wideband operation).

	Ericsson
	Option A + Option D + Option F (per BWP)
	Since the support of supplementary uplink has been down-prioritized for NR-U in Rel-16, therefore, Option A may be an irrelevant option. In addition, we prefer the LBT procedure should be independent per BWP per cell, meaning that the UE can switch to another BWP if there is consistent LBT failures in its active BWP. The UE can trigger a RA in another BWP upon detection of consistent LBT failures in its active BWP. Upon reception of the RA, the gNB can decide if a BWP switch is needed for the UE after completion of the RA procedure.  The UE can indicate the LBT failure reason in the RA message to the gNB.

If the UE experiences consistent LBT failures in all BWPs, the UE can trigger RLF to trigger RRC connection reestablishment.

For a UE configured with CA, if the UE has detected UL LBT problem in one carrier, the UE may inform the gNB which may take appropriate actions, for example, to inactivate or de-configure the cell where the UL LBT problem has been detected.

For a UE is configured with DC: Similar as SCG RLF report procedure, the UE can report SCG LBT problem to the gNB when the UE has experienced UL LBT failures consecutively up to a maximum number (which is configured by the network) in SCG.

	Lenovo
	 D + E
	Depending on the related actions (see Q9) we think that LBT failures should be detected per cell on a sub-band level. 

	Huawei, HiSilicon
	OptionA+OptionC
	UL LBT handling should be performed per UL 

Similar to RLM, we don't think there is a need to perform the LBT handling mechanism on SCell. Also, when NR-U is licensed assisted, i.e., SpCell is licensed cell, there is no need to support this.

For the per BWP option, as mentioned by the rapporteur, this is pretty much obvious since there is only one active BWP within one serving cell. 

	ZTE
	Option C can be the baseline. Option E can be considered further
	Option C is certainly necessary (i.e. PCell and PSCell based recovery mechanisms similar to RLF). 

For Option E, first we need to further discuss what the UE behavior should be if LBT failure is detected only in one of the multiple LBT subbands that are part of the cell. This will need new behavior such as sending LBT failure indication to the network (indicating the specific LBT subband where the failure occurs etc). This can lead to extra complexity for both detection and recovery and needs further discussion. 

	Nokia
	Option D + per transmission type in Q8
	There could be SR and CG on SCell as well.

	Fraunhofer
	Option F
	Agree with Ericsson. Since the UE only has one active BWP per uplink the difference to option A is unclear.

	LG
	Option E or Option F
	Since the LBT operation is performed per sub-band, it is natural to handle the LBT outcome per sub-band. However, if RAN2 prefers the sub-band to be transparent to MAC, per BWP could be considered as an alternative. 

Option A to Option D may cause the consistent LBT failure to be unnecessarily declared, i.e. too often, since those options mix the LBT outcomes from different frequency bands having independent channel congestion statuses.

	OPPO
	Option D + Option F
	Each active UL BWP should maintain the LBT failure procedure independently, if there is UL LBT failure detected in one active UL BWP, it would trigger UL BWP switching (if the active UL BWP is not the initial BWP); The UE would be switched to initial UL BWP to perform RACH procedure, if the RACH fails in the initial UL BWP eventually it will trigger RLF.

	InterDigital
	D + E
	Uplink LBT failure count should not be tracked across multiple subbands of the same cell, as channel occupancy conditions are not correlated.

	Intel
	D 
	We are fine to do have a counter/timer on a per cell basis since consistent LBT failure can occur on an active BWP of a cell, regardless of whether it is PCell, PSCell or SCell.  However, the minimum is to do it at least on the primary cell (i.e. Option C). 



	ETRI
	Option D + E
	The LBT failures are monitored per sub-band and per cell. For support of wideband operation, when declaring “consistent LBT failures” of a sub-band, the UE can switch to another BWP not including the sub-band. If all BWPs on a cell are not available, the network can reconfigure the UL.

	Samsung
	D
	Within the active BWP resources allocated for various transmissions (SR, PUCCH, PUSCH, PRACH etc.) may not be confined to same sub-band. It would be simpler to maintain a single procedure which counts all the LBT failures in the active UL BWP. 

When the criteria to declare consistent LBT failure is met, UE can switch its active UL BWP to another UL BWP or RLF can be declared.

	Panasonic
	Option E or Option D
	Same as LBT granularity. Since LBT is performed per sub-band, granularity of this mechanism is also per sub-band.

	Fujitsu 
	Option E or Option F
	

	Convida
	Option D + E
	For each cell channel occupancy may differ across sub-bands.

	Potevio 
	Option D
	we prefer the consistent UL LBT procedure is performed per cell, including both PCell and SCell in case of CA and DC.

	Qualcomm
	Option D or E
	


Conclusion: 
Per uplink only had no supporters. Only PCell and PSCell also had no support. The supporters for other granularities are as follows (some companies are counted multiple times if they supported more than one option):
SpCell only: 2 (Vivo, HW)
SpCell + SCell:  7 (Vivo, Google, Intel, Panasonic, Samsung, Potevio, Qualcomm)
Per sub-band on any cell: 10 (MTK, Lenovo, ZTE, LG, Interdigital, ETRI, Panasonic, Fujitsu, Convida, Qualcomm)
Per sub-band on SpCell: 1 (Charter)

Per BWP: 5 (Ericsson, LG, Fraunhofer, Fujitsu, Oppo)
Per transmission type: 1 (Nokia)

There is no significant majority for any option. However, the rapporteur assumes that the companies who want per sub-band or per BWP should also be fine to accept per cell as a baseline and discuss finer granularity further. 
Observation 9: Per cell configuration can be considered as a minimum among the most supported options, SpCell only (7 votes), per cell (10 votes), and per BWP (5 votes). 

Proposal 9: As a baseline, UL LBT failures are detected per cell. RAN2 should further discuss per sub-band and per BWP granularity within a cell. 
Another granularity dimension is the transmission type and LBT type. Here the main question is whether to have a single mechanism for all the transmissions or to have separate handling for different types at the MAC. For example, some contributions reasoned that RACH should be considered separately because it is applicable to both Idle and Connected modes. This discussion is also related to the recovery action to be taken. If we define a separate recovery procedure for LBT failures of RACH, then a separate detection for RACH will also be needed.

The distinction between LBT categories were mentioned in some contributions with the justification that LBT failure for Cat 2 and Cat4 should not be counted similarly. Other contributions suggested that this can be handled at the PHY layer and an LBT failure event can be given an associated weight when indicated by PHY to MAC.

The granularity for the uplink transmission types can be categorized as:

Option A: Per transmission type (SR, RACH, PUSCH CG, PUSCH Dynamic Grant)

Option B: Per LBT category (Cat 2, Cat 4, CAPC for Cat 4)

Question 8: Which option(s) do you support for the granularity of the mechanism? Please list other options if any.

	Company
	Response
	Additional Comments

	vivo
	
	We prefer to have a single mechanism for all the transmissions, as it is simpler for the MAC specification and the UE implementation. According to the online discussion of the last RAN2 meeting, it seems not possible to define a common procedure if we have separate handling for different types at the MAC.

	Google
	Option C: per cell
	Since consistent LBT failure is a reflection of channel being occupied by other users, and should happen fairly rarely, we agree with Vivo that a simple mechanism that works for all LBT categories/types and transmissions should suffice.

	Charter Communications
	Option B
	Option A carries additional information about LBT failure statistics, the details mostly do not make a difference since the events that lead to an LBT failure (i.e. transmission by competing LAA/NRU/WiFi devices) are agnostic to the UE transmission, be it SR, RACH etc. One exception would be consistent LBT failures for Cat 2, which given the priority that Cat 2 has, a consistent LBT failure should be (compared to a lower threshold and) acted upon in timelier manner. But the CAPC distinction for Cat 4 is unnecessary.

We believe if granularity for the uplink transmission types is categorized as Option A or B or a subset of, then it is important to consider a sum of LBT failures across the categories and to be compared with a separate threshold.     

	MediaTek
	FFS for Option A, No for Option B
	We think that this question is related to Q4. If we choose Option B for Q4 (separate timers for RACH, SR), we should select Option A here.

On the other hand, if we choose Option A for Q4 (RLM- or BFD-like mechanism), we do not need to differentiate between LBT failures for UL transmissions (for SR, RACH, PUSCH, etc.) There can be just one generic LBT failure indication from PHY that is applicable for all UL transmissions. 

Therefore we can come back and decide whether Option A should be applicable once we resolve the behavior for Q4.

We see no reason to count failures per LBT category as in Option B.

	Ericsson
	Option B
	it may be beneficial to maintain the counter per channel access category and per CAPC (for category 4 channel access-based transmissions). In this case, services or transmissions with higher priority levels may trigger RLF earlier than other services/transmissions with lower priority levels. To achieve this differentiation, different values of counters can be applied accordingly. 

However, we do acknowledge that both Option A and Option B increases complexity and another option is that we do not differentiate transmission type nor LBT type/CAPC.

	Lenovo
	Option B
	It should be possible to configure different ”consistent LBT failure” thresholds depending on the CAPC value and Channel access type. This allows detect/declare consistent LBT failures earlier for high priority transmissions and performing the corresponding countermeasures, e.g. moving UE to a different sub-band or declaring RLF.

	Huawei, HiSilicon
	Neither, no need for categorization
	We cannot see a large benefit in introducing this, which will cost us a lot of work to define the UE behavior after the consistent UL LBT failure for each type. 

For OptionA, we have answered in our reply to Q1 that the UE should not distinguish the type of UL transmission for UL LBT handling

For OptionB, categorizing whichever types of LBT or CAPC will not change the fact of whether or not there are interference/hidden node around the UE/gNB. 

	ZTE
	Option C: per cell 
	We think per cell granularity is enough. However, as mentioned above, this only works if for RACH there is a separate mechanism. 

	Nokia
	Option A
	Per LBT cat if they are on different sub-band seems to be a bit odd.

PUSCH via dynamic grant might not be needed since it’s known to the NW.

	LG
	No for Option B
	We think there is no reason to handle the LBT failure per LBT category and Option B just increases the complexity. 

	OPPO
	Per UL BWP
	LBT failure indications from all types of UL transmissions (SR, PUSCH, RACH) should be count equivalently.

	InterDigital
	Option A
	No need to consider PUSCH on dynamic grants, as the LBT failure is known at the network and MAC doesn’t receive a notification of UL LBT failure when a PUSCH on a DG fails LBT in the physical layer.

Reception of a notification of UL LBT failure may not convey to MAC information on the LBT type or LBT parameters used in physical layer.

	Intel
	Option B but support simplification
	There is no need to keep track of LBT failure per transmission type as LBT is applied to all UL transmissions.

The channel access procedure is performed independently in the L1. CAT2 can be running for some UL transmissions at the same time while CAT4 is running for other UL transmissions.  Likewise for the case of the different CAT4 CAPC. Hence Option B is probably needed. However, we also see a need to simplify based on a single counter and timer approach.  How to do this can be further discussed. 

	Samsung
	Option C
	Common procedure for all transmission types and LBT categories

	Panasonic
	Option C
	Agree with Samsung, 

	Fujitsu 
	Option A
	

	Convida
	Option A
	We agree with Nokia and InterDigital. 

Also counting per MAC procedure (e.g. SR, RA) allows the same actions to be taken by these procedures for LBT failures as would be taken if the procedures otherwise failed. Actions taken due to failures of these MAC procedures due to LBT failures should be the same as in licensed operation when these procedures fail.

	Potevio
	Option C
	We prefer to have a single mechanism for all the UL transmissions. This is simple for MAC layer, without need of maintaining mutiple counters and timers. 

	Qualcomm
	Option B
	


Conclusion: 
The support count for categorizations of LBT failures is as follows:


Transmission type: 3 companies (Nokia Interdigital, Convida)



Cat 2/Cat 4: 5 companies (Lenovo, Charter, Ericsson, Intel, Qualcomm)



No categorization: 8 companies (Vivo, Google, HW, ZTE, Samsung, Panasonic, LG, Potevio, Oppo)

There is no clear majority so support either transmission or LBT type categorization. Since there is also a majority not to do any categorization and this is an optimization for the mechanism, it will be reasonable not to adopt any at this point.

Observation 10: There was no significant support to differentiate between different UL LBT failure types.

Proposal 10: The UL LBT failure mechanism does not distinguish UL LBT failures according to the transmission type or LBT category.
There were various proposals regarding the UE action after the detection of the consistent LBT failures. RAN2#105 already agreed that “Consistent LBT failures can lead to RLF, at least for UL transmissions, for which consistent failures can currently eventually lead to RLF”. 

Most companies seem to agree that RLF should be declared at least for PRACH on PCell where RACH cannot be completed due to consistent LBT failures. This is also in line with the legacy procedure for RACH failure. Several contributions also suggested that the UE should select a different frequency to perform re-establishment since LBT failures on this frequency showing a situation of overloading.

If RAN2 agrees to have a single mechanism which treats RACH and other transmission similarly on PCell, the RLF declaration will need to be extended to include all cases.

Question 9: Do you agree that RLF is declared and RRC re-establishment is triggered at least for the case of consistent LBT failures for RACH on PCell?

	Company
	Response
	Additional Comments

	vivo
	Yes
	We should try to reuse the current procedures as much as possible to recover the constant UL LBT failure.

	Google
	Yes
	

	Charter Communications
	Yes
	

	MediaTek
	Yes, but
	To clarify, RLF and re-establishment should only be triggered when the consistent LBT failure condition is detected for all the available sub-bands with PRACH resources on the PCell, This covers the wideband operation where multiple PRACH resources (Msg1 opportunities) are defined in different sub-bands.

	Ericsson
	Yes
	As we commented for Q1, we think all UL transmissions regardless of the transmission type should be considered for LBT failure monitoring. If a UE is experiencing consistent LBT failures for RA transmissions, that UE would also experience consistent LBT failures for other UL transmissions. There is no need to separate LBT procedures between different transmission types.  

In addition, we prefer the LBT procedure should be independent per BWP per cell, meaning that the UE can switch to another BWP if there is consistent LBT failures in its active BWP. If the UE experiences consistent LBT failures in all BWPs, the UE can trigger RLF to trigger RRC connection reestablishment.

	Lenovo
	Yes
	

	Huawei,HiSilicon
	Yes, partially
	All types of UL transmission should be considered per Q1

	ZTE
	Yes
	

	Nokia
	Yes
	

	Fraunhofer
	Yes
	

	LG
	Yes, but
	If the UE performs the detection mechanism per sub-band or per BWP, the UE could switch to another BWP without problems. We think RLF should be declared when the UE has no other BWP available for switching.

	OPPO
	No
	In case when the active UL BWP is initial BWP, and there is UL LBT failure detected.

Since we treat RACH and other UL transmissions equivalently, we don’t think the LBT failure can be differentiated, i.e., LBT failure due to RACH or due to SR etc.

	InterDigital
	Yes
	Switching to other BWPs or subbands in the cell should be considered prior to triggering RLF.

	Intel
	Yes
	

	ETRI
	Yes
	

	Samsung
	Yes
	Same view as Ericsson

	Panasonic
	Yes
	

	Fujitsu 
	Yes 
	However, RLF is declared only when consistent LBT failures are observed at all BWP. This means BWP switch can be triggered if consistent LBT failures occur at the active BWP.

	Convida
	Yes
	Before declaring RLF for RA failure it should be possible to attempt RA on an alternate sub-band/frequency than the one where LBT failures occurred.
To have similar behavior as licensed operation, each MAC procedure (e.g. SR, RA) should individually take LBT failures into account and upon determining consistent LBT failures existing actions are taken as if the procedure failed for other reasons. For RA this would be RLF (if also fails on alternate sub-bands), but for SR it would be release PUCCH resources and initiate RA.

	Potevio 
	Yes
	RLF should  be declared and then re-establishment is triggered when the consistent LBT failure condition is detected . 

	Qualcomm
	Yes
	


Conclusion: 
All companies except one agree that RLF should be declared upon UL LBT failures for RACH. One company pointed out that this should happen only after failure on all the sub-bands while another company wanted to emphasize that the RLF should also apply to other transmissions.
Since the support is almost unanimous, it can be proposed for agreement.

Proposal 11: RLF is declared and RRC re-establishment is triggered at least for the case of consistent LBT failures for RACH on PCell.
If RAN2 agrees to have separate handling of LBT failures for SR and PUSCH, then the two main options for the UE action proposed in RAN2#106 were: 

Option A: Declare RLF

Option B: Perform RACH

For Option B, it was suggested by several contributions that PUCCH and CG resources should be released, for SR and PUSCH cases respectively, and RACH resources should be selected on another sub-band/frequency than the one where LBT failures happened. This part can be discussed later if RAN2 agrees on Option B.

Question 10: Assuming separate handling of LBT failures for SR and PUSCH, which option do you prefer when LBT failures happen for them? If neither, please describe other option(s).

	Company
	Response
	Additional Comments

	vivo
	Option A
	We prefer to have a simple procedure to simplify the UE implementation.

	Google
	We do not support separate handling of LBT failures
	

	Charter Communications
	Option B
	

	MediaTek
	Option B followed by Option A
	Note that for the wideband operation, if PUCCH and PUSCH resources are configured on multiple sub-bands, the UE may continue using PUCCH/PUSCH on the remaining available sub-bands even if some sub-bands are blocked due to consistent LBT failures.

For the wideband operation, if the PUCCH and PUSCH resources are configured on a single sub-band, and if consistent LBT failures are detected for the sub-band, RACH can be triggered on a different sub-band (if PRACH resources are configured on different sub-band(s)) to inform the network. The network can then configure PUCCH and PUSCH resources for the UE on another sub-band.

If all the sub-bands on the cell have become unavailable, RLF can be triggered.

This scheme can be summarized as below:

When consistent LBT failure condition is detected on the current sub-band:

2> If wideband operation (multiple sub-bands on cell):

2> If PUCCH/PUSCH configured for multiple sub-bands:

        3> Continue using PUCCH/PUSCH on available sub-bands.

2> Else (PUCCH/PUSCH configured on single sub-band):

        3> If other sub-bands are available:

            4> RACH on different sub-band to inform the network.

        3> Else (no other sub-band available):

            4> Declare RLF.

2> Else (single sub-band on cell):

2> Declare RLF.

	Ericsson
	Neither option
	As we commented for Q1, we think all UL transmissions regardless of the transmission type should be considered for LBT failure monitoring. If a UE is experiencing consistent LBT failures for RA transmissions, that UE would also experience consistent LBT failures for other UL transmissions. There is no need to separate LBT procedures between different transmission types.

	Lenovo
	Option B
	For CG PUSCH, UE deactivates the CG on the 
orresponding cell upon detection of a consistent LBT failure. 

For cases when LBT failure is detected on a sub-band level, UE informs gNB about the offended sub-band and as a consequence gNB could move UE to different resources within the cell (See Q11)

	Huawei, HiSilicon
	OptionA
	SR and PUSCH with configured grant should be treated similarly as RACH

	ZTE
	 Option A
	

	Nokia
	Option B
	Preferably on a different BWP with different sub-band

	Fraunhofer
	Option B followed by Option A
	Option B on a different BWP followed by Option A if all BWPs fail.

	LG
	Option A, but
	We prefer a single mechanism for all transmission types for simplicity of UE implementation.

	OPPO
	We don't support separately handling LBT failure due to different types of UL transmissions
	

	InterDigital
	Option B
	RLF should be triggered if RA cannot be performed on a different subband or BWP in the cell. This can be a common behavior for consistent LBT failures triggered by RA, SR, or CG-PUSCH transmissions.

	Intel
	None of the option is needed
	We don’t agree to have separate handling of LBT failures for different transmission type

	ETRI
	No support of separate handling
	

	Samsung
	Neither option
	Common behavior is preferred for all cases

	Panasonic
	Option B
	

	Fujitsu 
	Option A for PUSCH, Option B for SR
	If separate handling of LBT failures for SR and PUSCH is agreed.

	Convida
	Option B
	When initiating RA due to SR failure t should be possible to attempt on an alternate sub-band/frequency than the one where LBT failures occurred before declaring RLF. 

To have similar behavior as licensed operation, each MAC procedure (e.g. SR, RA) should individually take LBT failures into account and upon determining consistent LBT failures the existing actions are taken as if the procedure failed for other reasons. For SR failure this would be release PUCCH resources and initiate RA, and for RA failure this would be declaring RLF (if also fails on alternate sub-bands).

	Potevio
	OptionA
	We prefer a single mechanism for all transmission types.

	Qualcomm
	Option A
	


Conclusion: 
6 companies (Vivo, HW, ZTE, LG, Potevio, Qualcomm) explicitly support Option A. 

Another 6 companies (Google, Ericsson, Intel, Oppo, ETRI, Samsung) do not want separate handling for different LBT failures. 

Since there is almost unanimous support to declare RLF for RACH failures, it is rapporteur’s understanding that the second set of companies also support Option A. 

Two companies (MTK, Fraunhofer) support Option B as a second choice after Option A.
One company (Fujitsu) supports Option A for PUSCH and Option B for SR.

Since the vast majority of companies prefer to have a common mechanism with RACH, this can be proposed as an agreement.

Observation 11: The vast of majority of companies want to have the same mechanism for all UL LBT failures as for RACH.

Proposal 12: The UL LBT failure mechanism will have the same recovery mechanism for all transmission failures.
Several companies also suggested a different or complimentary action when LBT failures happen on an SCell or PSCell. In this case, it was proposed that the UE reports the problem to the gNB. In case of DC, the PSCell problem can be reported to MN (similar to SCG failure in Rel-15 DC) and SCG SCell can be reported to SN.

Question 11: Do you support UE reporting to the network of consistent LBT failures on PSCell and SCells?

	Company
	Response
	Additional Comments

	vivo
	Yes
	After the reporting of the consistent LBT failures on PSCell and SCells, the network can change the serving frequency of the PSCell/SCell to others. 

	Google
	Yes
	

	Charter Communications
	Yes
	

	MediaTek
	Yes
	For PSCell, SCG RLF is declared and SCG failure information procedure is invoked as in Rel-15. For SCell, failure information procedure in Rel-15 is initiated. This can enable the network to re-configure the UE on different sub-bands if possible.

	Ericsson
	Yes
	For a UE configured with CA, if the UE has detected UL LBT problem in one carrier/SCell, the UE may inform the gNB which may take appropriate actions, for example, to inactivate or de-configure the cell where the UL LBT problem has been detected.

For a UE is configured with DC. Similar as SCG RLF report procedure, the UE can report SCG LBT problem to the gNB when the UE has experienced UL LBT failures consecutively up to a maximum number (which is configured by the network) in SCG. 

	Lenovo
	Yes
	

	Huawei
	Yes for PSCell
	Similar to the mechanism in radio link failure, if consistent LBT failure happens for PSCell, consistent UL LBT failure report should be sent to the network.

For SCell there is no need for the UL LBT handling mechanism 

	ZTE
	Yes for PSCell, No for SCells
	For PSCell, this is needed as the report needs to go to MN. For SCells, it is not clear why this is needed (since the gNB can understand the UL situation based on lack of successful UL transmissions from the UE). So, there is no need to introduce anything special for SCells. 

	Nokia
	Yes
	Cell index, sub-band index and/or transmission type (SR, PUSCH, PRACH) for the resource where the consistent failure happens is reported

	Fraunhofer
	Yes
	

	LG
	Yes
	

	OPPO
	Yes
	

	InterDigital
	Yes
	

	Intel
	Yes
	

	ETRI
	Yes
	

	Samsung
	Yes
	

	Panasonic
	Yes
	

	Fujitsu 
	Yes 
	

	Convida
	Yes
	

	Potevio
	Yes
	We think it is beneficial to report to network consistent LBT failures on SpCell and SCells. Then network can be timely aware of the channel condition and take appropriate actions. 

	Qualcomm
	Yes
	


Conclusion: 
Two companies support the reporting only for PSCell while the rest of the companies support for all SCells. The way forward should be based on the significant majority.
Proposal 13: The UE will report the occurrence of consistent UL LBT failures on PSCell and SCells. The details of the report and signalling are FFS.
4. Conclusion and Proposals

Based on the feedback provided by companies, the following are observed and proposed:

Observation 1: There is no significant majority to support PHY initiated transmissions.

Observation 2: RAN2 agreement to support PUSCH did not differentiate between CG and dynamic grants.

Proposal 1: Keep the baseline of considering at least SR, RACH, and PUSCH for the UL LBT failure mechanism. 

Proposal 2: RAN2 should clarify that PUSCH transmission is for both CG and dynamic grants.

Proposal 3: PHY initiated transmissions such as UCI and HARQ feedback can be discussed further, along with the necessary unsolicited LBT indication from PHY to MAC.

Observation 3: All companies agree that the definition for UL LBT failure is suitable for MAC initiate transmissions.

Proposal 4: For MAC initiated transmissions, an UL LBT failure is defined as PHY not being able to transmit on the uplink resources indicated by the MAC.

Observation 4: A large majority of companies want to introduce a timer.

Proposal 5: A timer is introduced for the UL LBT failure mechanism to count the number of LBT failures within a finite duration. The value of the timer can be configured to be infinity. 
Observation 6: A large majority of companies who support a timer also prefer it to be started with when N>=1 consecutive UL LBT failures occur.
Proposal 6: If a timer is introduced, it is started when N>=1 consecutive UL LBT failures occur. RAN2 should discuss whether to further limit N=1 only.

Proposal 7: RAN2 should discuss the stopping criteria for the timer, e.g. none or N>=1 consecutive UL LBT successes.
Observation 7: There is almost unanimous support for introducing a maximum value for the counter.

Proposal 8: A “threshold” for the maximum number of LBT failures which triggers the “consistent” LBT failure event will be configured.
Observation 8: The majority of companies support resetting the timer when timer expires and incremented when UL LBT failure happens.

Proposal 8: If both a timer and a counter are introduced, the counter is reset when timer expires and incremented when UL LBT failure happens.
Observation 9: Per cell configuration can be considered as a minimum among the most supported options, SpCell only (7 votes), per cell (10 votes), and per BWP (5 votes). 

Proposal 9: As a baseline, UL LBT failures are detected per cell. RAN2 should further discuss per sub-band and per BWP granularity within a cell. 

Observation 10: There was no significant support to differentiate between different UL LBT failure types.

Proposal 10: The UL LBT failure mechanism does not distinguish UL LBT failures according to the transmission type or LBT category.

Proposal 11: RLF is declared and RRC re-establishment is triggered at least for the case of consistent LBT failures for RACH on PCell.
Observation 11: The vast of majority of companies want to have the same mechanism for all UL LBT failures as for RACH.

Proposal 12: The UL LBT failure mechanism will have the same recovery mechanism for all transmission failures.

Proposal 13: The UE will report the occurrence of consistent UL LBT failures on PSCell and SCells. The details of the report and signalling are FFS.
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