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Introduction
At RAN2#106 meeting the following email discussion was assigned to discuss various aspects of bearer mapping:
[106#47][IAB] Bearer Mapping (LG)
	Intended outcome: Report, UP bearer mapping on intermediate nodes, CP bearer mapping (in general)
	Deadline:  Thursday 2019-08-08
Companies discussed views about bearer re-mapping at intermediate IAB nodes. A majority of companies supported the view that re-mapping of bearers at intermediate IAB nodes should not be supported, and the rapporteur offered the following proposals for consideration in the discussion summary [1]
Proposal 1. For both 1:1 and N:1 bearer mapping, the UL/DL mapping in intermediate IAB node(s) to egress BH RLC channel is determined by the ingress BH RLC channel (i.e., ingress LCID).
Proposal 2. De-multiplexing packets from one ingress BH RLC channel to several egress BH RLC channels in the intermediate IAB node is not supported in Rel-16, i.e., remapping of UE DRBs to egress BH RLC channels in the intermediate IAB node is not supported.
In this contribution we offer further reasoning to support the above proposals from the email discussion. There are also seem to be some misconceptions what constitutes bearer re-mapping at intermediate nodes and when bearer re-mapping at intermediate nodes is beneficial. We also try to address such issue in the contribution.
 Bearer Re-mapping
Consider the following two figures from the above mentioned email discussion [1] for N:1 bearer mapping, where re-mapping of bearers is allowed vs. not allowed.
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(a) No re-mapping at intermediate nodes
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(b) Re-mapping at IAB Node 2
Figure 1. Illustration of Re-mapping vs. No-remapping [1]
When there is no bearer re-mapping at intermediate nodes, the bearer mapping configured at the source node remains in effect until the destination node. This does not preclude bearers leaving the pool when they reach their destination node. For example, in the above figures if DRB1 was for a UE that was associated with IAB node 2, DRB1 would leave the blue set of common backhaul channels at IAB node 2 and DRB2 would continue onwards to IAB node 1. This is not bearer re-mapping. Also, if some of the incoming bearers from a common mapped RLC channel need to be split out from the common pool if their routing path is different from the other incoming bearers, this also does not constitute bearer re-mapping. 
Observation 1: UE bearers merging or leaving the incoming N:1 mapped backhaul channel at an intermediate node does not constitute bearer re-mapping.
With bearer re-mapping, an intermediate IAB node may re-map how bearers are aggregated into RLC backhaul channels when those bearers are destined for the same next hop IAB node. So if N incoming bearers are mapped to the same RLC backhaul channel, and all N bearers are destined for the same next hop IAB node, with bearer re-mapping, the intermediate IAB node may split the N bearers into different RLC backhaul channels. 
Observation 2: Bearer re-mapping at intermediate IAB nodes applies only to a set of incoming bearers that are destined for the same next hop IAB node. 
So now we discuss why bearer re-mapping is useful. When an IAB network has a large topology, as we traverse the tree from higher order IAB nodes towards lower order IAB nodes closer to the donor, the total number of UE bearers being carried by the IAB hops closer to the IAB-donor increases. In a large topology, the number of bearers carried by the backhaul link to the first hop node from the IAB-donor can be quite significant. This affects the number of LCID channels that are used at nodes closer to the IAB-donor. In order to limit the number of LCID channels being used, N:1 bearer mapping can be utilized. However, the trade-off in doing N:1 bearer mapping is that if those bearers have individually unique QoS treatments, it is difficult to provide individual per-bearer treatment at the MAC layer because with N:1 mapping, packets from all aggregated bearers show up in a common LCID queue at the MAC scheduler. 
This is the reason why in order to provide individual per-bearer treatment at the MAC scheduler, such bearers should use 1:1 bearer mapping. However, if there are a lot of such bearers that require individual per-bearer treatment, then especially at nodes closer to the IAB-donor we could run out of LCID channels (if we assume Release 15 specs for the sake of discussion). 
This is where re-mapping at intermediate IAB nodes helps. In such a situation, when restricted by Release 15 LCID space limitations, the network could selectively apply N:1 bearer mapping only at nodes closer to the donor so that at IAB nodes further down the tree it can continue to apply 1:1 bearer mapping. 
Observation 3: Bearer re-mapping at intermediate IAB nodes is only helpful when the available LCID space is limited in Release 15, compared to what is required for 1:1 mapping at nodes close to the IAB-donor in large topologies.
It was agreed during the IAB study item phase [2], that Release 16 IAB specifications will support LCID space extension. When the LCID space is extended, it can accommodate a very large number of bearers. So providing unique per-bearer treatment at the MAC scheduler is no longer an issue even at nodes close to the IAB-donor. This makes it completely unnecessary to perform N:1 mapping at IAB nodes closer to the IAB-donor while keeping 1:1 mapping at the tree leaves. Having a larger LCID space allows the IAB-donor to allocate end-to-end 1:1 mapping for any number of bearers that require unique QoS treatment. 
Observation 4: With extended LCID space in Release 16, the main motivation for bearer re-mapping at intermediate IAB nodes is eliminated.
Some companies have implied that bearer re-mapping at intermediate IAB nodes may be needed when there are different radio conditions across backhaul links of multiple hops. Note that the MAC scheduler is free to multiplex packets from any LCID into a transport block. So for example, when constructing a transport block, the MAC scheduler could multiplex packets from LCIDs corresponding to 1:1 mapping as well as N:1 mapping into a common transport block depending upon the situation. So if link conditions vary, the MAC can treat scheduling of LCIDs based on their mapped 5QI characteristics, and even multiplex data from multiple different LCIDs in case an LCID does not have sufficient data to fill the maximum supported transport block size per link condition. 
Observation 5: Varying radio conditions across backhaul links of multiple hops do not make it necessary to perform bearer re-mapping at intermediate nodes.
Additionally, some companies have argued that having bearer re-mapping at intermediate nodes provides flexibility to consider load and capabilities of IAB nodes. We stress that the scheduling of data at the MAC is not in any way restricted by mapping of bearers in 1:1 or N:1 configuration. The scheduler is free to pull data from any LCID corresponding to either 1:1 mapped bearers or N:1 mapped bearers. So different load conditions can be effectively taken into account in MAC scheduling. Also, by IAB node capabilities we assume it implies IAB nodes that do not have sufficient memory to support extended LCID space. First of all such nodes would not be compliant with Release 16 specifications, so we’re not sure why an operator would deploy such nodes in their IAB networks. Even if some vendors were to develop such non-compliant IAB nodes, it would not be correct to expect them to perform at par with fully compliant Release 16 nodes. In any case, this is not a valid reason to enable bearer re-mapping at intermediate nodes. 
Observation 6: Different loading conditions across the IAB network, or different capabilities of IAB nodes are not valid reasons to enable bearer re-mapping at IAB nodes.
Finally, if the QoS requirements of some N:1 multiplexed bearers are not met, the donor can always pull such bearers out of the N:1 mapping to make them 1:1 mapped, because Release 16 compliant nodes will not be limited by LCID space.
Observation 7: If the QoS requirements of some N:1 multiplexed bearers are not met, the donor can freely pull such bearers out of the N:1 mapping to make them 1:1 mapped, because Release 16 compliant nodes will not be limited by LCID space.
In summary, as discussed at length in this paper, there is no clear technical reason why bearer re-mapping at intermediate nodes is necessary. Hence, we propose that the above Proposals 1 and 2 from the email discussion [1], shown in Introduction section above, should be confirmed by RAN2.
Proposal 1: RAN2 should confirm the Rapporteur’s Proposals 1 and 2 from the email discussion on bearer mapping ([106#47][IAB] Bearer Mapping).  

Conclusion
In this contribution we discuss the issue of bearer re-mapping at intermediate IAB nodes and offer the following observations and proposal for consideration: 
Observation 1: UE bearers merging or leaving the incoming N:1 mapped backhaul channel at an intermediate node does not constitute bearer re-mapping.
Observation 2: Bearer re-mapping at intermediate IAB nodes applies only to a set of incoming bearers that are destined for the same next hop IAB node. 
Observation 3: Bearer re-mapping at intermediate IAB nodes is only helpful when the available LCID space is limited in Release 15, compared to what is required for 1:1 mapping at nodes close to the IAB-donor in large topologies.
Observation 4: With extended LCID space in Release 16, the main motivation for bearer re-mapping at intermediate IAB nodes is eliminated.
Observation 5: Varying radio conditions across backhaul links of multiple hops do not make it necessary to perform bearer re-mapping at intermediate nodes.
Observation 6: Different loading conditions across the IAB network, or different capabilities of IAB nodes are not valid reasons to enable bearer re-mapping at IAB nodes.
Observation 7: If the QoS requirements of some N:1 multiplexed bearers are not met, the donor can freely pull such bearers out of the N:1 mapping to make them 1:1 mapped, because Release 16 compliant nodes will not be limited by LCID space.
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