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1	Introduction
5G has the potential to offer low latency transport capabilities which can enable for a new set of services that require low latency. Latency can be said to occur for two reasons:
1. Scheduling and Transport latency: In a 5G RAN these consist of scheduling delay and  retransmission of data over e.g. the RLC and/or MAC layer. These mechanisms introduce a minimum transport layer plus an extra delay jitter. 
The delay jitter depends on:
a. Numerology, shorter numerologies give less delay jitter because scheduling instants for a given user occur more often in the time domain, furthermore, retransmissions are also done faster with shorter numerologies.
b. Asynchronous ACKs on the MAC layer, (supported in NR) makes the HARQ loop faster, and thus it enables faster retransmissions. 
c. URLLC preemption, by other bearers may also introduce jitter.
2. Queuing delay: Occurs when the transmission rate is higher than the link throughput, in which case a queue builds up in a node at egress point of the congested link. 
However, queue buildup can be limited. Here we consider the case where the sending endpoints use transport protocols, such as TCP, QUIC or RTP/UDP, with congestion control algorithms: 
a. Endpoint congestion control algorithms that are delay sensitive or make rate estimations based on endpoint heuristics. Examples are Google’s BBR congestion control [1] and LEDBAT [2]. These algorithms can in some cases keep queue delay short but can suffer from various issues such as late-comer’s advantage. The problem with short queues is that some congestion control schemes need a certain buffer size to keep the link utilized after a congestion-based rate reduction (illustrated in Figure 1). Furthermore, a smaller queue will cause more frequent congestion events or burst losses if traffic is sent in bursts without pacing, this because the buffer space is too small to accommodate packet bursts. For services that require low packet loss rates (such as AR/VR and low latency video in general) higher packet loss rate can have quite devastating effects. 
Explicit congestion notification (ECN). ECN makes use of the two dedicated bits in the IP header. This makes it possible to indicate congestion without discarding packets. ECN is beneficial especially for delay sensitive traffic as retransmissions (due to packet drop) can be avoided. Both LTE and NR support ECN. However, if ECN is simply treated as a replace for loss, it can help to avoid congestion-based loss but used together will traditional congestion control it will not necessarily help to reduce latency. The transport protocols mentioned in the queuing delay part require congestion signals from the network to be able to avoid building up queues in network nodes. It is the endpoints’ transport protocols that are responsible for the queue build up in congested nodes, however, the network nodes can make it easier for the endpoints by providing good congestion signals. 
Lack of controlled congestion signals, which is the case if active queue management is not deployed in network nodes, has traditionally led to large queues and consequently long RTTs. Novel congestion control algorithms like Google’s BBR [1] and SCReAM [3] recognize this problem and are designed to work well even in cases when AQM is not deployed in networks. These algorithms can help to reduce queue delay in congested nodes quite considerably but, due to the fact that these algorithms need to rely on what can be measured at the endpoints (RTT, packet loss) and that a slack need to be allowed to e.g. avoid sensitivity to scheduling jitter, it becomes hard to reach very low queue delays. Above mentioned algorithms can also suffer from problems with unfairness when two or more flows compete for capacity in the same bottleneck. Furthermore, while above mentioned algorithms have mechanisms to detect the presence of loss based flows in the same bottleneck, they can give suboptimal performance in these cases 
5G has strong support for QoS. These QoS mechanisms in the network can mainly distribute resources in a more “useful” way when resources are scarce. However, only feedback to the endpoint, either explicit using ECN or implicit based on delay and loss, can help to regulate the offered traffic via the congestion control, in situations where the demand is higher than the available resources. If feedback from the network is provided, a modern mostly interactive application can not only slow down sending but also actually regulate the offered traffic on the application layer by e.g. using a lower codec bit rate. This effectively relieves the congestion situation in the network but can only be done at the endpoint.
The take away is that network nodes can improve congestion control performance in endpoints. The basic functionality is AQM which typically discards packets in a controlled way when queues build up, avoiding burst loss and maximum queuing delay, however, can lead to lower resource utilization depending on the congestion control used and traffic characteristics. When AQM is used, ECN provides another enhancement by marking packets instead of discarding them and thus avoiding any unnecessary congestion-based loss, which is highly beneficial for interactive services. However, AQM and ECN alone does not solve the problem completely as congestion control in the endpoint need to change as well. L4S, see section 2, combines ECN marking already at very low queue delay with modified congestion control algorithms in the endpoints and provides an explicit signal to the network to differentiate L4S traffic from other traffic. 
[bookmark: _Toc16795177]5G has extensive support for low latency transport.
[bookmark: _Toc16795178]Queues can build up in 5G RAN nodes when congestion occurs.
[bookmark: _Toc16795179]Additional support to avoid queue build up in 5G nodes is necessary.
[bookmark: _Ref178064866]2	Discussion
2.1	What is L4S?
L4S is short for Low Latency, Low Loss and Scalable throughput, and is an evolution of ECN (Explicit Congestion Notification) that gives low queue delay and low loss in congested nodes also at high bitrates, which can be attractive for e.g. AR/VR applications. L4S was presented in a BoF session at IETF-96 (July 2016) and has been studied in the EU project RITE [4]. L4S traffic is differentiated from classic traffic by the ECN bits on the IP layer and does not require any deep packet inspection for the identification.
L4S congestion marks IP flows already when the queue delay in congested nodes is very low and works in concert with transport protocols such as TCP that implement congestion control algorithms tailored for L4S, the latter congestion control algorithms are referred to as “scalable” opposed to traditional congestion control algorithms like Reno or Cubic that are referred to as “classic”. The result is low latency transport without a breakdown in throughput. L4S is currently under standardization in IETF as a universal low latency enabler that can be used for a wide range of services.
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[bookmark: _Ref16535975]Figure 1 From L4S presentation IETF 105 TSVWG session
Figure 1 exemplifies the benefit with L4S, as shown in the figure, the combination of ECN marking already at very low queue delays, and the use of scalable congestion control makes it possible to achieve high link utilization and low queue delay. More information about L4S can be found for instance in [5].  
Scalable congestion control algorithms that works with the L4S marking regime already exist. The most well known example is DCTCP (Data Center TCP) which was devised for data center environments. Experiments with DCTCP outside data center environments have however been performed in the EU Rite project [6]. SCReAM [3] is congestion control for real time media over RTP/UDP, mainly video. SCReAM has been used in remote control experiments and demos, SCReAM has support for L4S in running code. Google’s BBR congestion control version 2, which will be available in Linux 5.2 has support for L4S. BBRv2 is also available in QUIC. This indicates that already today it is possible to implement support for L4S in content delivery, AR/VR and gaming platforms.
CableLabs latest DOCSIS 3.1 standard has built in L4S marking support, details are found in [7]. Figure 2 shows the IP packet latency for different configurations, including support for L4S.
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[bookmark: _Ref16536099]Figure 2 Figure from DOCSIS 3.1 white paper
The CableLabs white paper illustrates that support for low latency requires that both the transport and scheduling delays as well as the queue latency needs to be managed. LLD (Low Latency DOCSIS) is CableLabs’ definition of the combined effort to optimize scheduling in DOCSIS and the implementation of L4S. As of today, the 3GPP NR standard has the capability to manage the transport and scheduling delays but there is not sufficient support for low queue latency. The effect of this is that with the same benchmark outlined in the DOCSIS white paper, NR has potential to give a performance similar to the red curve in the graph.
[bookmark: _Toc16795180]L4S can improve latency in 5G.
[bookmark: _Toc16795181]L4S is compatible with commonly used transport protocols such as TCP and QUIC.
[bookmark: _Toc16795182]Congestion control algorithms such as DCTCP and BBRv2 supports L4S.
[bookmark: _Toc16795183]SCReAM, IETF experimental standard RFC8298 has support for L4S.
2.2	Why L4S?
Although, very low queue latency is appealing it is not always necessary. For instance, large file transfers and VoD with large playout buffers do not need very low queue delays as either the file transfer time or the size of the VoD playout buffer are so large that the gains with very low queue delay diminish.
The gains with very low queue delay come with applications like remote control, AR/VR and online gaming where all components in the chain from object capture to viewer must be addressed and optimized for optimal performance. As mentioned before, the NR standard has introduced many mechanisms that reduce the transport and scheduling delay quite considerably, compared to the LTE. What is missing is the component that can help to keep the queue delay very low. 
The vary reader may object that NR has support for URLLC that can give bounded e2e latency and guaranteed delivery. URLLC was originally devised for small object transfers, the applicability of URLLC for the very high bitrates that e.g. AR/VR can give and its impact on e.g. spectrum efficiency is currently unexplored territory. It may indeed be feasible to make URLLC support very high bitrates in limited areas such as an industrial NR deployment. 
L4S support in eMBB is not a replacement to URLLC, rather as a more cost-efficient complement for services that may not require the bounded latency that URLLC gives but still require very low latency. 
L4S can actually be used with URLLC as well, provided that the URLLC services transport data over IP. The role of L4S is then to provide a high-resolution congestion signal that makes it possible for an URLLC compatible endpoint to reduce the bitrate before queue build up occurs, and thus increase the likelihood that a delay bound can be maintained.
Besides a given benefit for isolated applications such as AR/VR and gaming, L4S can be highly beneficial for FWA (Fixed Wireless Access) where the likelihood is high that many tenants share the same access. For instance, VoD users and gaming users when using the same bearers. QoS differentiation is not always possible as this may not be supported by OTT applications that the tenants use. L4S gives a low queue delay for all applications over the same bearer and thus it reduces problems with that some tenants cause harm to other tenants with applications that can potentially transmit large amounts of data.
[bookmark: _Toc16795184]L4S gives benefit for a large set of applications such as AR/VR and gaming.
[bookmark: _Toc16795185]L4S may also be used as an enhancement for URLLC.
[bookmark: _Ref189046994]3	L4S support, how?
A successful deployment of L4S in 5G RAN requires that two requirements are fulfilled
1. It must be possible to distinguish between L4S capable traffic and other non-L4S capable traffic.
2. Nodes that may become congested must be L4S capable.
3.1	Distinguishing between L4S and non-L4S traffic
Recent work in IETF suggests that L4S traffic is filtered out based on the ECN bits in the IP header. In this case, the ECN codepoints ECT(1) and CE are routed to a queue that is L4S capable. Furthermore, a concept referred to as dualQ is used to give L4S and non-L4S capable traffic a fair share of the available link capacity. This suggested outline can work well in fixed wireline switches and routers.
While the above method can work in a 5G RAN, it can be worth to look at mechanisms that are already available in the 5G QoS framework and study if it is possible to exploit some of the features therein. Scalable (L4S) sender
Classic sender
L4S classifier
L4S bearer
non-L4S bearer

[bookmark: _Ref16536195]Figure 3 L4S classification in RAN, example


Figure 3 shows an example where two senders, one that is L4S capable and one that is a classic sender (using e.g. TCP Cubic), generate content. The two senders may be located in an operator-controlled edge cloud or in third party CDNs. An L4S classifier that is located in RAN or in the Core network functionality redirect the packets to an L4S bearer or a non-L4S bearer depending on the classification. The classification can be based on the ECN bits in the IP header. Alternatively, classification could also be based on DSCP and/or 5-tuple. 

The SDAP functionality can be used to indicate e2e (user) traffic that should go through a dedicated L4S capable bearer that could mark packets as soon as the queue delay exceeds a very small value. A QoS Flow that is used to carry IP traffic marked as L4S can be associated with a specific 5QI that is dedicated to L4S traffic. The UPF functionality can be configured to map L4S traffic into the appropriate QoS Flow based on the ECN bits, 5 tuple or DSCP.
[bookmark: _Toc16795186]The 5G QoS framework can be leveraged upon to separate L4S flows from non-L4S flows.
3.2 	L4S capability in a 5G RAN, what is missing? 
[bookmark: _Hlk16537273]As mentioned above, for the most efficient deployment of L4S, all nodes that can become congested should support L4S marking. Depending on the implementation and features such as dual connectivity or the use of split architecture, queues can build up on mainly two places:
· Central unit (CU) with PDCP layer functionality and possibly also a flow-control over an F1 interface. The L4S marking functionality can be applied on the IP packets as they are visible in the PDCP SDU queue. The outcome is that implementation of L4S capability on this level can be done as a proprietary feature that does not need standardization.
· Distributed unit (DU) with functionality for the RLC layer and below. The IP header is authenticated in NR which makes it necessary to mask the changed ECN bits to avoid authentication failure upon PDCP decapsulation. Furthermore, it can be costly to crawl through protocol headers to set the ECN bits in the IP header. Standardization of support to carry ECN marking from the RLC layer up to higher layers is thus necessary.
The role of the flow control is to monitor the queues in the DU(s) and keep the RLC queues short. The queues that build up on the RLC layer can however still be too large keeping in mind that L4S strive for very low queue delay.
The reasoning above leads to the conclusion that in order to achieve efficient L4S marking in RAN, it is necessary to address the need to be able to mark IP packets if they are queued up on the RLC layer.
[bookmark: _Toc16795187]Efficient implementation of L4S support requires that also queue build up on the RLC layer can be detected and signaled.
3.3 Implications on the protocol stack
The RLC entity is configured to handle the L4S traffic and thus to apply the L4S specific mechanisms when processing packets mapped to the QoS Flow that is associated with the L4S specific 5QI (standardized or operator configured).
The signaling of the ECN marking from the RLC layer can be done in two ways
· Feed backward and up: A signal is indicated backwards up to the PDCP layer, where the PDCP layer marks an IP packet. 
· Feed forward and up: A signal is indicated either by means of a RLC Ctrl PDU or a MAC control element to the receiving radio node (UE or gNB, depending on data direction)
The feed backward and up method has the benefit that it does not require any signaling over the radio interface but has the drawback that the signaling can be come delayed as the marking is placed in the tail of the queue. Additional problems occur in split architecture deployments and especially if the there is a transport delay in the F1 interface. The feed forward and up method is thus preferable as it enables marking in the front of the queue and thus enables a prompt reaction to queue buildup in RAN nodes. It is therefore desired to implement support for feed forward and up signaling of ECN.
[bookmark: _Toc16795188]Feed forward and up signalling is preferred as it enables prompt reaction to queue buildup on the RLC layer.
[bookmark: _Toc16516092]Implement support for feed forward and up signalling of congestion that occur on the RLC layer. 
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4	Conclusion
L4S has the potential to enable low latency transport over eMBB and thus enable true low latency access that keeps both transport delay and queue delay in congested situations short. In-network QoS mechanisms can distribute resources in a smart way, however, L4S provides fine-grained feedback to the endpoints that can actually regulate the traffic demand. This technology is beneficial for both consumer grade applications such as AR/VR and gaming; and professional applications. Support for L4S in RAN requires that ECN marking is possible in RAN nodes and protocol layers where queues may build up. It is therefore required to add support for ECN signaling up to higher protocol layers for the cases where queues build up on the RLC layer. 
Observation 1	5G has extensive support for low latency transport.
Observation 2	Queues can build up in 5G RAN nodes when congestion occurs.
Observation 3	Additional support to avoid queue build up in 5G nodes is necessary.
Observation 4	L4S can improve latency in 5G.
Observation 5	L4S is compatible with commonly used transport protocols such as TCP and QUIC.
Observation 6	Congestion control algorithms such as DCTCP and BBRv2 supports L4S.
Observation 7	SCReAM, IETF experimental standard RFC8298 has support for L4S.
Observation 8	L4S gives benefit for a large set of applications such as AR/VR and gaming.
Observation 9	L4S may also be used as an enhancement for URLLC.
Observation 10	The 5G QoS framework can be leveraged upon to separate L4S flows from non-L4S flows.
Observation 11	Efficient implementation of L4S support requires that also queue build up on the RLC layer can be detected and signaled.
Observation 12	Feed forward and up signalling is preferred as it enables prompt reaction to queue buildup on the RLC layer.

Based on the discussion in the previous sections we propose the following:
Proposal 1	Implement support for feed forward and up signalling of congestion that occur on the RLC layer.
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Figure 9. Overall Round-Trip Latency Performance for NQB-Marked Traffic
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