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1 Introduction
In e-mail discussion 106#44, the Flow control in IAB network is extensively discussed, which covers DL/UL End-to-End and Hop-by-Hop flow control. For DL E2E flow control, the legacy F1-U can be reused as the baseline. Specifically, the DU part of IAB node can provide some assistant information, e.g., desired buffer size, desired data rate, to the IAB donor CU. Then, the Donor CU can adjust its data transmission strategies, e.g., slow down data transmission, re-routing, etc.  During the e-mail discussion, almost all companies express the interesting on enhancing legacy F1-U in IAB network. Moreover, majorities prefer to Option 2-1. Specifically, when congestion occurs at an intermediate IAB node, such node will report such congestion situation to the IAB donor CU. After that, the IAB donor CU reacts to the congestion by, e.g., slow down data transmission, re-routing, etc. Apparently, Option 2-1 is not an E2E flow control. Moreover, Option 2-1 only solve the issue after congestion has occurred. However, in legacy F1-U, the flow control aims at avoiding the congestion. In this sense, we feel it is necessary to clarify our intention of flow control first, and then, discuss the potential flow control schemes. In this contribution, we will address this issue in IAB network. 
2 Discussions
Before we dig into the detailed flow control schemes, the intention of flow control should be well understood first. In legacy F1-U, the flow control aims at avoiding the congestion at the gNB-DU. To achieve this, gNB-DU provide some information via DDDS, e.g., desired buffer size, desired data rate, etc. Those information is provided considering the data transmission over the air interface between gNB-DU and UE. Thus, the gNB-CU will not send data to gNB-DU beyond what is provided in DDDS. Following the same way, in the IAB network, the flow control should avoid congestion over the whole network. 
Proposal 1: the DL E2E flow control scheme should be designed to avoid the congestion over IAB network. 

2.1 Is legacy F1-U flow control enough?
Fig. 1 shows one example for legacy E2E flow control, where IAB node 3 sends the DDDS to IAB donor CU: 
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Fig. 1 Flow control via legacy F1-U
· DDDS asking for more data from Donor CU: Due to the good condition over the air interface of DU part of IAB node 3, the desired buffer size and desired data rate will be large so as to tell IAB donor CU to send more data. 
· Congestion requiring for few data from Donor CU: Due to the link quality degradation between IAB node 1 and IAB node 2, the data transmission is slowed down so that the buffered data at the IAB node 1 increase significantly. 
After receiving DDDS, the IAB donor CU will send more data out, which will finally result in the buffer overflow at the IAB node 1. This example indicates that the legacy F1-U flow control scheme cannot avoid congestion in IAB network. The reason is that the legacy DDDS is derived only based on the air condition of the DU part of the IAB node, while the transmission status over the intermediate nodes is neglected. 

Observation 1: the legacy F1-U flow control scheme cannot avoid congestion in IAB network. 

2.2 Can Option 2-1 be used?
During the e-mail discussion, majority companies consider Option 2-1, i.e., as shown in Fig. 2

	· Option 2-1: Feedback from intermediate IAB node to IAB donor

As proposed in [3], congested IAB node transmits an explicit congestion indication to IAB donor. The congestion indication could be carried in BAP layer or an F1-AP message. Suppose F1-AP message is used, the congestion indication shall be forwarded over multiple hops towards IAB donor CU, we may regard it as a special form of end-to-end flow control. 
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Fig. 2 Congestion indication from intermediate IAB node

However, such method has several drawbacks:
· CANNOT avoid congestion: The congestion indication is sent out when the congestion really occurs at one intermediate node, which is not aligned with the intention of flow control. So, it is not a good way. The reason is that before receiving such indication, IAB donor CU may already send too much data into the network which will result in the overflow to the congested node. 
· No clear way to solve the congestion:  Normally, an IAB node severs data from different UE DRBs. The congestion indication to IAB donor CU cannot help it decide how to reduce data transmission for each UE DRB.
· Without dynamic feature: in general, E2E flow control is the user plane functionality so the flow control information can be provided to gNB-CU frequently/periodically. The benefit of such way is to allow gNB-CU adjust the data transmission dynamically. However, such method relies on F1-C message, which is one-shot message only when congestion occurs. Thus, IAB donor CU cannot control the data transmission dynamically.   
Observation 2: the feedback from intermediate node is not a good way for E2E flow control in IAB network.

2.3 Enhancement to legacy F1-U

In general, the congestion occurs at the IAB node when the ingress data volume/data rate is larger than the egress data volume/data rate, as shown in Fig. 3. 
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Fig. 3 Congestion at IAB node
In order to avoid such congestion, it is natural to allow the IAB donor CU know the mismatch status between ingress data volume/data rate and egress data volume/data rate of the IAB node. However, the legacy F1-U does not have such mechanism. The reason is that one IAB node cannot be aware of the transmission status of other IAB nodes. However, the BH links along the path towards one destination IAB node form the pipeline from the IAB donor CU to the destination. So, the ingress data volume/data rate of the destination IAB node can reflect the transmission status along the whole path. Specifically, as shown in Fig. 4, the bottleneck occurs at IAB node 1, where the ingress rate1 of IAB node 1 is larger than ingress rate 2 of IAB node 2 (= egress rate of IAB node 1). Thus, the IAB node 2 cannot send data to IAB node 3 by using the rate larger than ingress rate 2.  In other words, the bottleneck situation of IAB network can be spread towards IAB node 3 so that the ingress rate 2 of IAB node 3 can reflect the transmission status of its upstream nodes. 
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Fig. 4 
Therefore, if the IAB node can provide the ingress data volume/data rate to the IAB donor CU, the IAB donor CU can compare this value with the one used by itself when sending data out. If there is mismatch, it means that there is possibility of congestion so that the IAB donor CU can slow down its data transmission. 
Observation 3: if IAB node can provide its ingress data volume/data rate to IAB donor CU, the IAB donor CU can adjust its egress data volume/data rate accordingly to avoid congestion. 

In legacy F1-U, the DDDS is provide per UE DRB. To reuse DDDS, it is natural to report the ingress data volume/data rate to IAB node CU per UE DRB. This information can help IAB donor CU to adjust the data transmission for each UE DRB. Thus, we propose

Proposal 2: by using legacy F1-U DDDS, an IAB node can report the ingress data volume/data rate per UE DRB to the IAB donor CU. 
In addition, in last RAN2 meeting, the following agreement is achieved 

	· Each BAP address can have one or multiple entries in the routing table to enable local route selection. Multiple entries is for load balancing, re-routing at RLF. For load balancing still FFS what is decided locally and/or decided by the Donor.


It means that the data packets of UE DRB may be transmitted through different paths to the serving IAB node. In addition, for the purpose of load balancing, the IAB donor CU may distribute the data packets of the same UE DRB into different paths. Apparently, different paths may have different transmission status, e.g., one path is in good condition without mismatch between the ingress rate and egress rate at the intermediate node, while another path has the mismatch. In this sense, it is better to report the ingress data volume/data rate for each path so that the IAB donor CU can control the data transmission for each path. 

Proposal 3: the IAB node can report to IAB donor CU the ingress data volume/data rate of each UE DRB for each path. 
3 Conclusions
In this contribution, we discuss DL E2E flow control, and propose: 
Proposal 1: the DL E2E flow control scheme should be designed to avoid the congestion over IAB network. 

Proposal 2: by using legacy F1-U DDDS, an IAB node can report the ingress data volume/data rate per UE DRB to the IAB donor CU. 

Proposal 3: the IAB node can report to IAB donor CU the ingress data volume/data rate of each UE DRB for each path. 
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