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1 Introduction
In last RAN2 106 meeting, the following agreements about routing in IAB network was achieved [1].
[bookmark: OLE_LINK14]The BAP routing id (carried in the BAP header) consists of BAP address and BAP path ID. Encoding of the path ID in the header is FFS.
Each BAP address defines a unique destination (unique for IAB network of one Donor , either an IAB access node, or the IAB donor) 
[bookmark: OLE_LINK4]Each BAP address can have one or multiple entries in the routing table to enable local route selection. Multiple entries is for load balancing, re-routing at RLF. For load balancing still FFS what is decided locally and/or decided by the Donor.
Each BAP routing id has only one entry in the routing table.
The routing table can hold other information, e.g. priority level for entries with same BAP address, to support local selection. Configuration of this information is optional.
In this paper, we are going to discuss the detailed design for the BAP routing ID, as well as the granularity of the BAP routing ID configuration. 
2 [bookmark: OLE_LINK16][bookmark: OLE_LINK17]Discussion
BAP routing ID size
Based on RAN2 agreements in last meeting, the BAP routing ID consists of BAP address and BAP path ID, the BAP address uniquely indicates a destination node. For upstream transmission, the destination node is the IAB donor, and may be the IAB-donor-DU if IAB donor supports CU-DU split. For the downstream transmission, the destination node is access IAB node. It is straightforward that the number of downstream destination nodes is remarkably larger than the number of upstream destination nodes.  
Observation 1: The amount of upstream destinations (i.e. the donor DU) is much smaller than that of downstream destinations (i.e. the access IAB node) in one typical IAB topology.


Figure 1. An example of IAB topology
The BAP path ID should indicate a unique path between the IAB-donor-DU and the access IAB node. For example, as shown in Figure 1, there are four DL paths between the IAB-donor-DU 1 and the IAB node 9, i.e.
Path 1: IAB-donor-DU 1IAB node 1IAB node 5 IAB node 9
Path 2: IAB-donor-DU 1IAB node 2IAB node 5 IAB node 9
Path 3: IAB-donor-DU 1IAB node 2IAB node 6 IAB node 9
Path 4: IAB-donor-DU 1IAB node 3IAB node 6 IAB node 9
In addition, there are three DL paths from the IAB-donor-DU 2 to the IAB node 9:
Path 5: IAB-donor-DU 2IAB node 2IAB node 5 IAB node 9
Path 6: IAB-donor-DU 2IAB node 2IAB node 6 IAB node 9
Path 7: IAB-donor-DU 2IAB node 1IAB node 5 IAB node 9
If the global BAP path ID is configured by the IAB-donor-CU for each source node (i.e. the IAB-donor-DU for downstream, or access IAB node for upstream), the IAB-donor-CU can ensure that each configured path ID for a given source node indicates a unique path between the source node and a given destination node. 
However, if the BAP path ID is only locally unique within one source node, there is a risk of the path ID collision at the intermediate IAB nodes, in case of forwarding the packets from multiple source node to a same destination node. For example, the IAB-donor-CU may assign “00”, “01”, “10”, and “11” to Path 1- Path 4 respectively, and configure the assigned 4 BAP path IDs to the IAB-donor-DU1. Similarly, it may also assign the “00”, “01”, and “10” to the Path 5-Path 7. For the intermediate IAB node 2, when it receives a packet, the BAP address shows that the destination node is IAB node 9,  and the BAP path ID is “01”, then IAB node 2 may be confused when do routing selection, because both path 6 and path 2 have same destination node and same BAP path ID “01”, but the next hop node of the two paths are different (the next hop node should be IAB node 5 for path 2, but IAB node 6 for path 6). 
Observation 2: BAP path ID collision may happen at intermediate IAB nodes, if the path ID is only locally unique within each source node.
The above example is about DL transmission, in fact, the UL transmission may also have similar problem. To avoid such confusing problem of intermediate IAB nodes, there are two solutions, as listed in what follows.
Solution 1. The IAB-donor-CU ensures that each assigned BAP path ID is globally unique for each destination.
Solution 2. Adding information in the BAP address to indicate the source node ID in addition to the destination node ID.
The above two solutions are essentially similar. Both of them suggest to take the source node ID into consideration in the BAP routing ID. Solution 1 will somehow include the source ID info in the BAP path ID field, while the solution 2 uses BAP address to carry the source node ID information. 
Based on observation 2, the number of IAB-donor-DU is remarkably less than the number of IAB nodes. Therefore, for downstream transmission, the number of bits needed to indicate the source node ID is short, while the destination node address ID will be long. For the upstream transmission, the lengths of the source node info and the destination node address are just opposite to the downstream situation. 
According to [4], majority companies thought that 10 bits is enough to indicate an IAB node in BAP layer within an IAB donor. Note that RAN2 has agreed that IAB node can connect to two parent nodes for link redundancy. If we assume that up to 4 hops wireless BH links is supported in Rel-16 IAB, then 3 bits is enough to indicate the paths between one pair of IAB-donor-DU and IAB node. For the CU-DU split IAB donor, if the number of IAB-donor-DU within an IAB donor is less than 8, the 3 bits ID is enough to identify each IAB-donor-DU. Therefore, corresponding to the above two solutions, we may estimate the number of bits needed to design the BAP routing ID with the two solutions separately:
In Solution 1: BAP address + globally unique BAP path ID for the BAP address. For downstream, the BAP address is 10 bits, and 6 bits is for the global unique BAP path ID. For upstream, the BAP address length is 3 bits, and a 13 bits long BAP path ID is needed.
	Solution 1
	Downstream 
	Upstream

	BAP address
	10 bits for the number of IAB nodes
	3bits for the number of donor DU

	BAP path ID
	6 bits: 3 bits for the number of IAB donor DU and 3 bits for the number of the path for each source IAB node
	13bits: 10 bits for the number of IAB node and 3bits for the number of the path for each source IAB node 



In Solution 2: BAP address (13 bits, including source ID) + 3 bits locally unique BAP path ID. The BAP address contains 10 bits destination ID and 3 bits source ID for downstream packet, but 3 bits destination ID and 10 bits source ID for upstream packet.
	Solution 2
	Downstream 
	Upstream

	BAP address
	13 bits: 10 bits for number of destination IAB node and 3 bits for the  source IAB donor DU
	13 bits: 3 bits for number of destination IAB node DU and 10 bits for the source IAB node

	BAP path ID
	3 bits BAP path ID, which is locally unique for each BAP address, i.e. each pair of source and destination node



Obviously, no matter which solution is chosen, the length of BAP routing ID is 16bits. The only difference is about the length of the BAP address field and the BAP path ID field. RAN2 can decide which solution is preferred.
Proposal 1: BAP routing ID is totally 16 bits for both upstream and downstream.
Proposal 2: RAN2 down selects the solutions for the BAP routing ID design:
Solution 1. BAP address (10bits for downstream, 3bits for upstream) + globally unique BAP path ID for each BAP destination address (6bits for downstream, 13bits for upstream).
Solution 2. BAP address (13 bits, including source ID) + 3 bits locally unique BAP path ID within each pair of source and destination node.
The granularity of BAP routing ID
For the upstream transmission, if the access IAB node can connect to the IAB-donor-CU via multiple IAB-donor-DUs, and the IAB-donor-CU may configure more than one available BAP address to the access IAB node for global load balancing among IAB-donor-DUs. For example, a specific upstream BAP address can be configured to serve some specific UEs, or some specific UE bearers, or any upstream traffic of the access IAB node. Which granularity is suitable for the upstream BAP address configuration is worthy to be discussed by RAN2. 
In addition, even for a given pair of source node and destination node, multiple paths may exist, then it is also possible for the IAB-donor-CU to do load balancing among these multiple paths with fine granularity. The granularity of preferred BAP path ID can be configured to be per UE level, or per UE bearer level, or per pair of destination and source node. 
[bookmark: OLE_LINK18]Proposal 3: RAN2 to discuss whether BAP address is configured per UE level or per UE bearer level or per IAB node level for upstream transmission.
Proposal 4: RAN2 to discuss whether the path ID is configured per UE level or per UE bearer level or per pair of destination and source nodes.
3 Conclusion
[bookmark: OLE_LINK95][bookmark: OLE_LINK96]This paper mainly discusses the details about routing ID design and the granularity of BAP routing ID configuration, then we draw the following observations and proposals:
Observation 1: The amount of upstream destinations (i.e. the donor DU) is much smaller than that of downstream destinations (i.e. the access IAB node) in one typical IAB topology.
Observation 2: BAP path ID collision may happen at intermediate IAB nodes, if the path ID is only locally unique within each source node.
Proposal 1: BAP routing ID is totally 16 bits for both upstream and downstream.
Proposal 2: RAN2 down selects the solutions for the BAP routing ID design:
Solution 1. BAP address (10bits for downstream, 3bits for upstream) + globally unique BAP path ID for each BAP destination address (6bits for downstream, 13bits for upstream).
Solution 2. BAP address (13 bits, including source ID) + 3 bits locally unique BAP path ID within each pair of source and destination node.
Proposal 3: RAN2 to discuss whether BAP address is configured per UE level or per UE bearer level or per IAB node level for upstream transmission.
Proposal 4: RAN2 to discuss whether the path ID is configured per UE level or per UE bearer level or per pair of destination and source nodes.
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