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1 Introduction
As shown in the section 8.2.7 of [1], how to support the MT traffic is discussed, where two candidate solutions are proposed and compared. Several contributions have addressed this issue also in the WI phase [2-5].
Table 8.2.7-1: Comparison between transport of MT’s own traffic on MT’s backhaul RLC channel or on access RLC channel
	[bookmark: OLE_LINK55]MT’s own traffic transported on backhaul RLC channel
	MT’s own traffic transported on access RLC channel 

	1. 	The logical channel space is not decreased through MT access traffic.
	1. 	Separate logical channel needs to be assigned for MT access traffic, which reduces the number of logical channels available for BH traffic.

	2. 	Same processing rules are used for MT’s access traffic and BH traffic on last hop. 
	2. 	Different processing rules are used for MT’s access traffic than for BH traffic on last hop.

	3. 	Different processing rules are used for MT-access traffic than for UE access traffic.
	3. 	Same processing rules are used for MT access traffic and UE access traffic.

	4. 	Additional overhead on last hop for MT’s access traffic due to F1*-U.
	4. 	No additional overhead on last hop for MT’s access traffic.



In this contribution, we analyse how to support the MT’s own traffic and the way forward.
2 [bookmark: OLE_LINK16][bookmark: OLE_LINK17]Discussion
It is straightforward to use the access RLC channel for MT’s traffic from the following three aspects.
· OAM connectivity
RAN3 has agreed that the IAB node’s OAM traffic is transmitted via PDU session/PDN connection, i.e. optA [1]. 
	Specify in St2 optA, and that optB is allowed


Thus, the OAM traffic will be treated just as the normal user plane traffic. The traffic terminated at MT is considered as the access traffic. It means the MT is more like a UE when transmitting its OAM traffic, to use the access RLC channel.  
Observation 1: RAN3 has agreed to specify the optA for OAM traffic, i.e. the normal PDU session (for SA) or PDN connection (for NSA) based solution.
· Overhead 
As compared in the Table 8.2.7-1 of [1], using BH RLC channel requires that the MT’s own traffic traverse across the F1 interface terminated at its own DU part. It results in more overhead in the link between the IAB node and its parent node. However, if using access RLC channel, the F1 interface terminates at the parent node, where F1 related header (i.e. GTP/UDP/IP for user plane, F1AP/SCTP/IP for control plane) and the BAP header is not needed at the link between the IAB node and its parent node. 
The details are showed in the following example figure for the two options.

 
[bookmark: _Ref536539759]Figure 1. An example of MT’s traffic on two options
Observation 2: Using access RLC channel for MT’s traffic reduces the overhead at the link between the IAB node and its parent node.
· Extending the LCID space 
As agreed in RAN2 #103bis meeting [7], both the 1:1 bearer mapping and the N:1 bearer mapping are supported at the backhaul link of IAB node, and the LCID space is considered to be extended at least for 1:1 bearer mapping case. Therefore, it means that the LCID space in the backhaul link should be extended to support the 1:1 barer mapping even if there is no MT’s own traffic. 
If using the BH RLC channel, the MT’s traffic may use a separate RLC channel different from other backhaul traffic, or share same RLC channel with other backhaul traffic. If using the access RLC channel, separate RLC channel will be used. Thus, for both options, as long as separate RLC channel are used to carry MT’s traffic between IAB node and its parent node, separate LCID need to be assigned to MT’s own traffic.   
Observation 3: The LCID space should be extended anyway to support 1:1 bearer mapping, regardless which option is adopted.
Based on the above analysis, we have the following proposal.
Proposal: MT’s own traffic is transported on the access RLC channel, rather than the BH RLC channel.
3 Conclusion
[bookmark: OLE_LINK95][bookmark: OLE_LINK96]This paper mainly discusses how to support the MT’s own traffic. Based on the above discussion, we have the following observations and proposals:
Observation 1: RAN3 has agreed to specify the optA for OAM traffic, i.e. the normal PDU session (for SA) or PDN connection (for NSA) based solution.
Observation 2: Using access RLC channel for MT’s traffic reduces the overhead at the link between the IAB node and its parent node.
Observation 3: The LCID space should be extended anyway to support 1:1 bearer mapping, regardless which option is adopted.
Proposal: MT’s own traffic is transported on the access RLC channel, rather than the BH RLC channel.
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