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1	Introduction
[bookmark: _Ref178064866]In RAN2#106, the following agreements were made for fast MCG failure recovery: 
Agreements 
FFS Whether a guard timer is needed for the MCG failure indication message
1	Once the MCG failure indication is triggered, the UE shall:
-	transmit the MCG failure indication;
−	suspend MCG transmission for all SRBs and DRBs;
−	reset MCG-MAC;
−	maintain the current measurement configurations from both the MN and the SN, and continue measurements based on configuration from the MN and the SN if possible.
FFS whether switch the primaryPath to SCG is needed

2	If SCG failure is detected while MCG is suspended then initiate RRC re-establishment procedure 

3	Upon receiving the MCG failure indication, the MN sends reconfiguration with sync or RRC Release to the UE via SRB1.

4	Upon reception of reconfig with sync the UE resumes MCG transmission if suspended


One of the remaining FFS is whether a guard or timeout timer is needed for the MCG failure information procedure, to cover the case where UE does not receive a response from the network. When the timer expires, the UE would trigger RRC re-establishment. In this contribution, we discuss the need for such a timer.
2	Discussion
The background for the MCG Failure information procedure is that upon detecting MCG RLF, a UE in MR-DC with split SRB configured still has connectivity with the MN via the SCG. This is the reason why it is not necessarily for the UE to declare RLF and trigger RRC re-establishment. Instead, the UE informs the network via SCG of the MCG failure, and then awaits reconfiguration from the network. Thus, network control of the UE can be maintained as there is still connectivity with the UE. Since like on MCG, there is also radio link monitoring on the SCG, the UE will be able to determine whether connectivity via SCG is still in place. It was also agreed in RAN2#106 that if SCG failure is detected while MCG is suspended, the UE will initiate the RRC re-establishment procedure to restore connectivity with the network.

[bookmark: _Toc16798980]A UE in MR-DC and split SRB that has triggered the MCG failure information procedure still has radio link monitoring on SCG to determine that network connectivity is still maintained.
One aspect that was raised during the discussions in RAN2#106 was that connectivity issues on X2/Xn could lead to problems even if the SCG is still operational. However, separate mechanisms are included on X2/Xn to cope with possible connectivity issues. Delivery status may be provided from the SN to the MN using the RRC Transfer. There are also dedicated procedures for signaling load indication and handling of different error conditions. In general, reliability of X2/Xn signaling should be expected to be on the same level as F1 signaling, which is used in CU/DU split architecture also for MCG transmissions in normal operation. Therefore, the probability of MN losing connectivity with the UE due to X2/Xn issues should be no greater than the probability of MN losing connectivity with the UE due to F1 issues during standalone operation. 

[bookmark: _Toc16798981]The probability of MN losing connectivity with the UE due to X2/Xn issues should be no greater than the probability of MN losing connectivity with the UE due to F1 issues during standalone operation in CU/DU split architecture.
One of the reasons presented for introducing the timeout timer for the MCG failure information procedure is the UE may end up in a deadlock situation in case the connectivity between MN and UE is lost. However, even in the unlikely case that MN connectivity is lost for a UE with suspended MCG, the UE will eventually trigger SCG RLF because the UE will try to send the MCG failure info on the SCG and if the SCG-link is poor, too many RLC transmissions or poor downlink signal triggers SCG failure, which then triggers the UE to do RRC re-establishment, as agreed in RAN2#106.

[bookmark: _Toc16798982]In the unlikely case that MN connectivity is lost due to X2/Xn issues for a UE with suspended MCG, the UE will eventually trigger SCG RLF and then the UE will trigger RRC re-establishment as agreed in RAN2#106.
As long as network connectivity is maintained, either via MCG or SCG, there should be no reason for the UE to trigger the RRC re-establishment procedure. The situation is comparable with standalone operation, in which a UE is operating via a single cell group does not trigger RLF until connectivity with the network is lost. Thus, as long as connectivity between UE and network is there, either via MCG or SCG, the network can maintain control of the UE and perform the necessary reconfigurations. This same principle is also applied in the already specified SCG failure information procedure, for which no timeout timer is specified.

[bookmark: _Toc9954032][bookmark: _Toc16785186]No timeout timer is specified for the MCG failure information procedure.
4 	Conclusion
In the previous sections we made the following observations: 
Observation 1	A UE in MR-DC and split SRB that has triggered the MCG failure information procedure still has radio link monitoring on SCG to determine that network connectivity is still maintained.
Observation 2	The probability of MN losing connectivity with the UE due to X2/Xn issues should be no greater than the probability of MN losing connectivity with the UE due to F1 issues during standalone operation in CU/DU split architecture.
Observation 3	In the unlikely case that MN connectivity is lost due to X2/Xn issues for a UE with suspended MCG, the UE will eventually trigger SCG RLF and then the UE will trigger RRC re-establishment as agreed in RAN2#106.
Based on the discussion in the previous sections we propose the following:
Proposal 1	No timeout timer is specified for the MCG failure information procedure.
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