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1   Introduction
At the RAN2#106 meeting (Reno, May 2019) good progress was made on routing in IAB networks, with the following related agreements made:
· The BAP routing id (carried in the BAP header) consists of BAP address and BAP path ID. Encoding of the path ID in the header is FFS.
· Each BAP address defines a unique destination (unique for IAB network of one Donor , either an IAB access node, or the IAB donor)

· Each BAP address can have one or multiple entries in the routing table to enable local route selection. Multiple entries is for load balancing, re-routing at RLF. For load balancing still FFS what is decided locally and/or decided by the Donor.

· Each BAP routing id has only one entry in the routing table.
· The routing table can hold other information, e.g. priority level for entries with same BAP address, to support local selection. Configuration of this information is optional.
Essentially this is how (in our understanding) the routing in IAB operates (according to what has been agreed so far):

· Each IAB node will contain a routing table;
· The routing table will specify which outgoing (egress) BH RLC channel an incoming packet should be sent to;
· In order for this to work, the BAP header will carry a so-called BAP routing id which consists (as explained above) of BAP address and BAP path ID;
· Each BAP address can have one or multiple entries in the routing table to enable local route selection – one for each different BAP path ID; 

· Multiple entries are for load balancing, re-routing at RLF.
One of the key remaining issues (as highlighted above within the May meeting agreements) is what identifier/identifiers should be used to uniquely identify a path in order to determine the next hop link, while balancing out signaling overhead with increased flexibility. Some discussion on this issue was already held during the post-Athens email discussion [105#46][IAB] (Routing), including the possible size of the path ID [1], but no agreements on this issue were made. In this tdoc we pick up where this email discussion left off, in light of the more recent agreements quoted above.
2   Two main options for encoding of path ID
What path ID is (how it is defined/determined), and how it is used (the specific routing procedure), are the key issues we discuss in this tdoc. So far in RAN2 the only type of path ID that has been discussed [1] is an absolute path ID, unique per Donor DU. Given the potentially significant number of nodes and links between the nodes, this may take up considerable space in the BAP header, with most estimates placing it between 1 and 2 bytes, with some estimates going as high as 3 bytes [1].
We start by recognizing that – since the destination address is unique, and the destination address + path ID together need to combine into a unique entity – it is sufficient to identify a path per destination. On the downlink this saves considerable number of bits for the path ID, since same path ID can be reused for different destinations. On the uplink – where Donor DU is the only destination, the same principle applies since on the uplink the routing ID can contain the source address + path ID (since the destination address is known – the Donor DU). As Option 1 for encoding of path ID, we therefore refer to the solution where the next hop link is identified from the routing table based on destination/source (DL/UL cases) address and path ID unique per destination/source address.
So basically for each BAP destination address in a routing table (A1, A2, …), we can have multiple BAP path IDs (P1, P2, …), each of which determines a different path to the same destination (e.g. for load balancing, re-routing at RLF) and which can be reused across the different destinations. Here’s an example routing table (borrowed from [2]), applicable to Option 1:
	BAP routing Id
	Egress link
	Priority value

	A1 + P1
	Link_1
	5

	A1 + P2
	Link_2
	3

	A1 + P3
	Link_3
	1

	A2 + P1
	Link_2
	2

	A2 + P4
	Link_3
	1


It should be noted that the P1 associated with A1 and A2 above can be the same ID even in the case where it represents (in combination with A1 or A2) physically different routes.
As Option 2 for encoding of path ID, we refer to the solution where the next hop link is included in the BAP header (e.g. P’1 below), which is then updated at every IAB node based on information (P’’1 below) contained in the routing table. This is summarized in the below example routing table:
	BAP routing Id
	Egress link
	Priority value
	New egress link (for next node)

	A1 + P’1
	Link_1 (~P’1)
	5
	P’’1

	A1 + P’2
	Link_2
	3
	P’’2

	A1 + P’3
	Link_3
	1
	P’’3

	A2 + P’1
	Link_2
	2
	…

	A2 + P’4
	Link_3
	1
	


The BAP header in case of Option 2 would need to be changed from P’1 with P’’1. In fact this is not strictly speaking a ‘path ID’ – this is the next hop link identifier (for a specific route configured by the CU) – but the route itself is not labelled – instead we label the individual steps/hops. There is no need to encode the entire backhaul link identifier (e.g. C-RNTI) – rather it is possible to use as path ID a local identifier referring to links entering and exiting each node.
Proposal 1: RAN2 to discuss the following options for path ID: 1. A unique global identifier per destination/source address (DL/UL); 2. A unique local identifier per each IAB node, which is then updated at each node.
3   Comparison between Options 1 and 2 and performance impact
The advantage of Option 2 is a much smaller path ID (as it is relative to a node), as well as a quicker reaction to RLF. With paths of Option 1 (and also with absolute paths – the default understanding in RAN2), if P1 fails, a new path needs to be configured. With Option 2, CU just needs to change P’1/P’’1 etc. for the affected portion of the route. The disadvantage of Option 2 however is added processing at the nodes. For Option 1, the new path needs to be configured for each IAB node along this path. However, this is a one-off configuration.  In contrast, for Option 2, the new path is configured only for the node(s) whose next-hop node is changed. However, this flexible configuration benefit of Option 2 is at the cost of having each IAB node change the path ID on-the-fly, impacting the node processing load – these are network nodes so the impact may not be that significant.
Summing up the impact of the two Options, it can be measured via: 

· The signaling load incurred – the overhead is smaller for Option 2
· Flexibility required (e.g. whether we need to reconfigure a path by changing next hop nodes only for those nodes affected by RLF) - Option 2 lends itself more favourably to flexible and localized configurations

· Processing capabilities of the IAB nodes (e.g. limitations of the MT part) – Option 1 may have the upper hand here

Proposal 2: RAN2 to consider the above comparison between Options 1 and 2 when decided on how to encode the path ID.

4   Use of reserved values in path ID field
According to the existing RAN2 agreements, multiple paths per destination address can be configured, with the option to configure priority levels in order to support local selection. Without violating this agreement, it is possible to aid local selection by indicating specific actions using reserved values of the path ID field. For example, we envisage scenarios where the path ID indicates priority levels (e.g. this packet should be prioritized in cases of congestion or dropped if needed), QoS class, randomization (e.g. this packet can go via any available path for the specific destination), packet duplication.
In the specific case where there is only one path per destination configured, the usefulness of reserved values becomes even greater in some scenarios – e.g. without the need to reconfigure the routing table and add additional paths, the CU can through the choice of the reserved value indicate that any path known to the node (to the specific destination) can be used. 

Proposal 3: RAN2 to discuss use of reserved values of path ID field and their meaning.
5   Conclusions

We started by noting that there is no need for absolute path IDs (unique per CU) – relative path IDs (either per source/destination, or local to a node) are sufficient and offer considerable savings in overhead. Based on this we proposed the following:
Proposal 4: RAN2 to discuss the following options for path ID: 1. A unique global identifier per destination/source address (DL/UL); 2. A unique local identifier per each IAB node, which is then updated at each node.
A brief analysis of Options 1 and 2 yielded the following comparison: 

· The signaling load incurred – the overhead is smaller for Option 2
· Flexibility required (e.g. whether we need to reconfigure a path by changing next hop nodes only for those nodes affected by RLF) - Option 2 lends itself more favourably to flexible and localized configurations

· Processing capabilities of the IAB nodes (e.g. limitations of the MT part) – Option 1 may have the upper hand here

Based on these observations we further proposed this:
Proposal 5: RAN2 to consider the above comparison between Options 1 and 2 when decided on how to encode the path ID.

Additionally, after outlining the benefits of the use of reserved values of the path ID, we proposed the following:

Proposal 6: RAN2 to discuss use of reserved values of path ID field and their meaning.
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