3GPP TSG-RAN WG2 Meeting #107	R2-1910091
Prague,  Czech Republic, 26 – 30 August 2019	


Agenda item:	11.2.1.2
[bookmark: _GoBack]Source:	Nokia, Nokia Shanghai Bell
Title:	UL LBT failure handling
WID/SID:	NR_unlic-Core - Release 16
Document for:	Discussion and Decision
1	Introduction
The decision to adopt a mechanism in MAC specifications to handle consistent UL LBT problem was agreed in RAN2#105bis:  
Adopt a mechanism in MAC spec to handle the UL LBT failure, where “consistent” UL LBT failures (at least for UL transmissions of SR, RACH, PUSCH) are used for problem detection
This was further discussed in RAN2#106 based on contributions in [1], [2] and [3]. To identify the options on the table for the detection of consistent LBT problem, and recovery actions, an email discussion [106#49][NR-U] Consistent LBT Failures was initiated [4]. 
In this contribution, we provide our views on what we believe remain as the main open issue after the above-mentioned email discussion. 
2	Discussion
One of the main issues that still seems to remain open from the email discussion [4] is which type of UL LBT detection mechanism should be specified. Based on our understanding of the discussions, we provide a summary of the mechanisms that have been mentioned as possible alternatives during the email discussion: 
· Counter-based only: an UL LBT counter is increased each time there is an UL LBT failure. The UL LBT counter is reset every time there is an UL LBT success. The consistent UL LBT problem is declared if the UL LBT counter reaches a pre-configured value.

· Timer-based only: this is similar to the counter-based only mechanism. An UL LBT timer is started when an UL LBT failure is indicated and the timer is not running. The UL LBT timer is stopped and reset when there is an UL LBT success. The consistent UL LBT problem is declared when the UL LBT timer expires.

· BFD-based: an UL LBT timer is started first time when there is an UL LBT failure and the UL LBT timer is not running and restarted for every UL LBT failure event while the timer is running. An UL LBT counter is increased each time there is an UL LBT failure. The consistent UL LBT problem is declared if the UL LBT counter reaches a pre-configured value while the UL LBT timer is running. When the UL LBT timer expires, both the UL LBT timer and the UL LBT counter are reset.

· RLM-based: An UL LBT timer is started if N1 consecutive UL LBT failures are indicated by PHY. The UL LBT timer is stopped and reset if N2 consecutive UL LBT successes are indicated by PHY. The consistent UL LBT problem is declared when the UL LBT timer expires. Note that an RLM-based mechanism with N1=N2=1 corresponds to the timer-based only mechanism.  
The first question to answer before choosing the solution is whether the consistent LBT failure means 
· continuous failures, and one LBT success would be enough to reset the status of the UL LBT detection mechanism (case A), or 
· it is a certain percentage of LBT failures within a period (case B) 

In case A, then the counter-based only or timer-based only detection mechanisms work, and they are quite equivalent. The counter-based would better suit if only periodical UL signals are reported by PHY, i.e. if only LBT failures in correspondence of UE-initiated UL transmissions were considered. While the timer based will be best in case all the UL signals are reported by PHY. 
In case B, more complicated options might be required. The motivation of UE based UL LBT detection was to avoid deadlock at the UE side due to UL LBT problem not known to the NW. In that sense, as long as something can be sent to the NW, it should be fine. For the poor channel scenario where the NW can receive something from time to time, it could detect the issue based on those receptions.   
One drawback of considering all UL transmissions in the UL LBT detection mechanism is that a single UL LBT failure may cause the consistent UL LBT problem to be declared, e.g. in case timer-based only option. This could happen for example if UL LBT occurs in correspondence of a scheduled PUSCH transmission, and the NW (for whatever reason) cannot schedule a retransmission before the UL LBT timer expires. 
A counter-based only mechanism is simple but the configuration of the counter value that should trigger the consistent UL LBT problem may be difficult as different UL transmissions may have different occurrences, hence separate counters would need to be configured for each procedure to work properly.
One of the main differences between BFD-like mechanism and RLM-based mechanism is whether the timer is started at the first failure or started after a number of failures. RLM-based mechanism starts the timer only after a number of failures which would delay the declaration of the failure, and it requires to count consecutive number of both UL LBT failures and UL LBT successes. 
As a trade-off between complexity and robustness, we propose to agree on BFD-like mechanism if detection based on non-contiguous failures needs to be supported.   
Proposal 1: the detection mechanism for UL LBT problem only considers UE-initiated UL transmissions whose occurrence may be unknown at the NW, i.e. SR, PRACH and UL CG transmissions.
Proposal 2a: If detection based on non-continuous UL LBT failures does not need to be supported, agree on timer-based only or counter-based only mechanism.
Proposal 2b: If detection based on non-continuous failures needs to be supported, agree on BFD-like mechanism.
Other open issues from the email discussion [4] are whether LBT failure is detected for Scell, the granularity of the UL LBT mechanism in the frequency domain, as well as whether UL LBT failure problem should be monitored and/or detected separately for different UL transmissions. We think the latter issue, as well as the exact detection mechanism, should be first agreed in RAN2, before granularity in frequency domain is discussed. In the meanwhile, to reduce the UE complexity, it could be agreed that the monitoring of the consistent UL LBT problem is at least not made per sub-band since it is not clear yet how wideband operation would work in RAN1 yet, e.g. whether failure on one sub-band would be declared as failure for the whole transmission. 
Proposal 3: the monitoring of the detection mechanism for UL LBT problem is at least not made per sub-band. 
Since LBT failure may only concerns the sub-band/BWP where LBT is performed, and a cell may have much wider bandwidth, as a general rule of thumb we think that, upon detection of consistent UL LBT problem, the UE could try transmission on other sub-bands/BWPs, as the re-establishment would cause interruption and overhead for reconfigurations, thus should rather be avoided. 
Note that currently in NR specifications, SR failure triggers RACH, and RACH failure eventually triggers RLF. PUSCH failure is not handled in MAC but only rely on RLC retransmission failure for AM which will trigger RLF in the end. Failure in correspondence of other UL transmissions is not considered in the RLM and RLF procedures.
For the SR procedure, as the SR counter is not increased when SR is not transmitted due to LBT failure, it seems reasonable that consistent UL LBT problem on the SR resources should trigger RACH other than RLF like in legacy NR, since it is possible that the PRACH resource and the SR resources in the activated BWP are on different LBT sub-bands. If the current BWP does not have PRACH resource on different sub-bands, the UE could switch to another BWP to perform RACH there, as also proposed in e.g. [5][6][7][8]. Or BWP switching could always happen to simplify the UE behaviour - with less options to be supported depending on the SR configuration and PRACH resource configuration as well as the BWP configuration. 
Similarly, continuous LBT failure on configured grant PUSCH resources could cause deadlock, as the data would be stuck at MAC layer without any RLC retransmissions triggered. Therefore, RACH on a different sub-band could also be triggered for this case, as well as for consistent UL LBT problem detected in correspondence of other UL transmissions/PHY resources such as CSI, HARQ feedback, and SRS.   
For RACH, when consistent UL LBT problem happens for preamble transmission, in principle trigger RACH on another BWP with different LBT sub-band could bring some gain as well, but it might also complicate the procedure as the UE needs to count how many switching has been done and at some point RLF needs to be triggered. It could be simpler to follow the legacy behaviour for RACH failure case, i.e. consistent UL LBT problem for PRACH on PCell triggers RLF, on SPCell triggers SCG failure report, and on SCell triggers SCell failure report. When RLF is triggered by the consistent UL LBT problem and the UE selects the cell where to initiate the re-establishment procedure, the UE shall de-prioritize the carrier frequency(ies) where the consistent UL LBT problem was detected [9].  
Proposal 4: UL LBT failure detection can be configured for any serving cell. 
Proposal 5: Separate monitoring of consistent UL LBT failures is performed on PRACH and other UL PHY resources. 
Proposal 6: Consistent UL LBT problem on UL PHY resources other than PRACH triggers RACH on another BWP with configured PRACH resources on a different LBT sub-band. If there is no other BWP with configured PRACH resources on a different LBT sub-band, the same behaviour as consistent UL LBT problem on PRACH is assumed (see proposal 7).
Proposal 7: Consistent UL LBT problem on PRACH on PCell triggers RLF, on SPCell triggers SCG failure report, and on SCell triggers SCell failure report. 
Proposal 8: When RLF is triggered by the consistent UL LBT problem and the UE selects the cell where to initiate the re-establishment procedure, the UE shall de-prioritize the carrier frequency(ies) where the consistent UL LBT problem was detected.
Besides, during the RACH procedure triggered by consistent UL LBT problem, it could be beneficial to indicate in Msg3 (e.g. in the RRC Connection Reestablishment Request message) the cell index and/or sub-band index(es) where the consistent UL LBT problem has happened, so that the network can take care of possible reconfigurations.
Proposal 9: The cell index and/or sub-band index(es) that are experiencing consistent UL LBT problem are reported to the network during the RACH procedure triggered by consistent UL LBT problem.
3	Conclusion
Remaining issues on UL LBT failure is discussed in this contribution with the following proposals proposed:
Proposal 1: the detection mechanism for UL LBT problem only considers UE-initiated UL transmissions whose occurrence may be unknown at the NW, i.e. SR, PRACH and UL CG transmissions.
Proposal 2a: If detection based on non-continuous UL LBT failures does not need to be supported, agree on timer-based only or counter-based only mechanism.
Proposal 2b: If detection based on non-continuous failures needs to be supported, agree on BFD-like mechanism.
Proposal 3: the monitoring of the detection mechanism for UL LBT problem is at least not made per sub-band. 
Proposal 4: UL LBT failure detection can be configured for any serving cell. 
Proposal 5: Separate monitoring of consistent UL LBT failures is performed on PRACH and other UL PHY resources. 
Proposal 6: Consistent UL LBT problem on UL PHY resources other than PRACH triggers RACH on another BWP with configured PRACH resources on a different LBT sub-band. If there is no other BWP with configured PRACH resources on a different LBT sub-band, the same behaviour as consistent UL LBT problem on PRACH is assumed (see proposal 7).
Proposal 7: Consistent UL LBT problem on PRACH on PCell triggers RLF, on SPCell triggers SCG failure report, and on SCell triggers SCell failure report. 
Proposal 8: When RLF is triggered by the consistent UL LBT problem and the UE selects the cell where to initiate the re-establishment procedure, the UE shall de-prioritize the carrier frequency(ies) where the consistent UL LBT problem was detected.
Proposal 9: The cell index and/or sub-band index(es) that are experiencing consistent UL LBT problem are reported to the network during the RACH procedure triggered by consistent UL LBT problem.
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