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1	Introduction
During RAN2#106 meeting, routing with BAP was discussed and following agreements were made:
	The BAP routing id (carried in the BAP header) consists of BAP address and BAP path ID. Encoding of the path ID in the header is FFS.
Each BAP address defines a unique destination (unique for IAB network of one Donor , either an IAB access node, or the IAB donor)
Each BAP address can have one or multiple entries in the routing table to enable local route selection. Multiple entries is for load balancing, re-routing at RLF. For load balancing still FFS what is decided locally and/or decided by the Donor.
Each BAP routing id has only one entry in the routing table.
The routing table can hold other information, e.g. priority level for entries with same BAP address, to support local selection. Configuration of this information is optional.



In this contribution, we discuss further details of routing with BAP, especially the issues marked as FFS in the agreements.
2	Encoding of the BAP address and Path ID
According to the agreements, the BAP header should contain BAP address and Path ID. In such design the Path ID is interpreted by each of IAB nodes on the path locally and together with destination BAP address. Also, the goal of Path ID is for the Donor CU to make centralized path selection for a certain UE or UE bearer. An example of that is presented in Figure 1.
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In the example it is shown how Path ID can be used to route a certain BAP PDU destined for a single IAB node via four different paths. We think that four different paths being established between the Donor and IAB node is sufficient and therefore, we propose the Path ID to be 2-bit long. 
Proposal 1: Path identifier is assigned by the Donor CU and is used to distinguish various paths to reach a certain IAB node. The length of the field is 2 bits.
Further, considering that a single IAB node can connect to multiple Donor DUs and, from Dual Connectivity perspective, even to multiple Donor CUs, IAB node IDs need to be unique within a created topology. This should be achieved by the topology manager function allocating the IDs to the IAB nodes joining the topology, but to allow for a sufficient number of those, we believe the field length should be 14 bits allowing the support of ~16k IAB nodes per topology. This would, e.g. cover the topology of 4 CUs (2 bits) with 128 DUs per each CU (7 bits) with 5 hops and 2 child nodes per each parent (5 bits). 
Proposal 2: Destination IAB node address is an arbitrary identifier assigned by the Donor-CU. The field length should be 14 bits.
Another aspect raised by some companies during discussions was whether Path ID should always be present or if there should be a flag to mark whether it is present in the header of not. In case there is only a single path between the Donor CU and IAB node, Path ID would be unnecessary. However, in case 2-bit long Path ID is agreed, we do not believe that specifying such additional flag brings much benefit, i.e. it would allow us saving a single bit only for one-path scenario, but would cost an additional bit for multiple path scenario.
Proposal 3: Path ID field is always present in the BAP header. In single path scenario, it indicates a default path (e.g. the field is set to ‘00’).
The resulting DL BAP header structure would be the following (considering only fields related to routing):


Figure 2 BAP header structure for routing in DL direction
In the uplink direction, the routing may be based on Donor CU identifier as using Donor DU identifier would complicate the routing configuration in uplink in case the child of IAB Donor is dual connected to two Donor DUs. Then differentiation of paths for the last hop would have to be based on Donor DU ID instead of Path ID, which would be different from what would be applied in other hops. In order to align it is better to base on single Donor CU ID and differentiation via Path ID. 
Proposal 4: In UL direction, routing is based on Donor CU ID and Path ID.
Since the number of Donor CUs co-existing in a single IAB topology will be much lower than the number of IAB nodes, we think Donor CU ID length of 5 bits will be sufficient.
Proposal 5: Donor CU ID has a length of 5 bits.
The resulting structure of UL BAP header (considering only fields related to routing) would be following:


Figure 3 BAP header structure routing in UL direction
3	Route priority and local routing
Based on the previous agreements, centralized load balancing by Donor CU should be possible, which can now be achieved via introduction of Path ID. Further it was agreed that local routing should be possible during BH link RLF. RAN2 also decided to introduce optional priority metric for paths in IAB node’s routing table. It was suggested in some papers and during the discussion that we should allow local routing decision in IAB nodes based on priority metric of the path also during network operation, i.e. not only upon BH link failure. This is indeed feasible, but in our opinion, the gains of such mechanism are not really clear while the additional specifications effort could be quite significant:
· Local load balancing would require specifying the rules on how the priority metric is translated into the percentage of the traffic to be routed via each path.
· There is already a possibility of centralized load balancing by Donor CU via usage of different routes on a per UE or even per UE bearer ID basis, which gives very good granularity for splitting the traffic into different paths.
· Donor CU, which is likely hosting a Topology manager, has an overall view on the load situation in different segments of the network, so may adapt to the situation very dynamically. 
· Local decisions would be made by pre-specified rule and to adapt to current load situations Donor CU would have to update routing tables in the IAB nodes with new priority metric’s values, which would increase signaling overhead unnecessarily as the same could be achieved by using different Path ID by the Donor.
· downlink flow control in the Donor CU, i.e., choosing which PDCP flows to slow down at congestion of a given link, becomes difficult if the CU has no knowledge of which flows currently go via which links/routes.
Based on the above arguments we propose:
Proposal 6: Local routing in normal network conditions (i.e. outside of BH RLF scenario) is not supported.
Therefore, the priority metric, if configured by the Donor CU, should be used by the IAB node in the following way:
· Priority indication is ignored during normal operation, i.e. IAB node routes according to the Path ID contained in the BAP header
· In case the path indicated with Path ID is not available (e.g. due to BH RLF), the IAB node routes the traffic to the highest priority path among the available ones for the packet’s destination
· If the highest priority is associated to more than one path, it is up to IAB node to choose how to route the traffic (it may also choose to balance the load between them)
Proposal 7: In case the path indicated with Path ID is not available (e.g. due to BH RLF), the IAB node routes the traffic to the highest priority path among the available ones for the packet’s destination. If the highest priority is associated to more than one path, it is up to IAB node to choose how to route the traffic (it may also choose to balance the load between them).

4	Conclusion
In this paper, the following is proposed with respect to BAP header encoding and routing with BAP:
Proposal 1: Path identifier is assigned by the Donor CU and is used to distinguish various paths to reach a certain IAB node. The length of the field is 2 bits.
Proposal 2: Destination IAB node address is an arbitrary identifier assigned by the Donor-CU. The field length should be 14 bits.
Proposal 3: Path ID field is always present in the BAP header. In single path scenario, it indicates a default path (e.g. the field is set to ‘00’).
Proposal 4: In UL direction, routing is based on Donor CU ID and Path ID.
Proposal 5: Donor CU ID has a length of 5 bits.
Proposal 6: Local routing in normal network conditions (i.e. outside of BH RLF scenario) is not supported.
Proposal 7: In case the path indicated with Path ID is not available (e.g. due to BH RLF), the IAB node routes the traffic to the highest priority path among the available ones for the packet’s destination. If the highest priority is associated to more than one path, it is up to IAB node to choose how to route the traffic (it may also choose to balance the load between them).
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