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According to the RAN2 agreements made in the RAN2#105bits, RAN2 agreed to introduce multiple active SPS/CG.
	R2 assumes that the maximum number of active SPS configurations for a given BWP of a serving cell in the specification is 8 or 16 (FFS).
R2 assumes that activation/deactivation is done by DCI. 
RAN1 should address activation/deactivation DCIs related with configured grant Type 2 and SPS in the case of multiple configurations
When multiple UL CG or DL SPS configurations is configured, an offset for each configuration is needed for the calculation of the HARQ process ID


In this contribution, we discuss some configuration details on the multiple SPS/CG.
Discussion
Configuration of multiple SPS and CG
Regarding the maximum number of SPS/CG which can be configured for the UE, we consider that from RAN2 specification the maximum number of active SPS/CG for a given BWP of a serving cell can be up to 16 which is equal to the maximum number of HARQ process per cell. However as the DCI needs to indicate which SPS/CG is active, this may lead to a new DCI format. According to the discussion in the RAN1#97 meeting, RAN1 agreed to have up-to 12 CG and 8 SPS configured for a given BWP of a cell as quoted below. Then RAN2 does not have to discuss the maximum number of active SPS/CG anymore.
	Agreement:
· For the maximum number of UL CG configurations per BWP of a serving cell:
· 12
Agreement:
· Regarding Q1 in the LS in R1-1905940:
· Although RAN1 has not completely analysed the potential impact of supporting up to 16 SPS configurations for a given BWP of a serving cell, RAN1 has the understanding that 8 SPS configurations for a given BWP of a serving cell is sufficient in Rel-16


Observation 1: RAN1 agreed that up-to 12 CG(s) and 8 SPS(s) can be configured for a given BWP of a cell.
Regarding the potential overlapping of the DL SPS(s), the discussion in RAN1 is still on-going. To save the RAN2 discussion time, we consider that RAN2 should wait for the RAN1 inputs before starting the discussion on the overlapping DL SPS(s)
Observation 2: The overlapping of the DL SPS(s) should be discussed in RAN1 first.

According to the discussion in the previous RAN2 meeting, we could have the following configuration for multiple SPS/CG.
· Option 1: Multiple SPS/CG can be grouped in one configuration. [1] [2]
· Option 2: Each SPS/CG is configured independently.
The benefit of Option 1 is the signaling saving for the RRC configuration and potential the DCI for activation/deactivation. However as SPS/CG configuration is relatively static and the activation/deactivation of SPS/CG is not frequent, the signaling saving is quite limited. Regarding the DCI enhancements on the grouped SPS/CG, we consider that this should be discussed in RAN1 first, as the current DCI activation of SPS/CG can only indicate the SPS/CG resource (e.g. DL assignment or UL grant) of one slot. Considering the heavy workload in the Rel-16 I-IOT WI, we think that Option 2 can be considered as the baseline for the Rel-16 I-IOT WI, and the further signaling optimization may be considered in the next release.
Proposal 1: Each SPS/CG is configured and activated/deactivated independently in Rel-16.

As a BWP can be configured with multiple SPS/CG, then the DCI needs to indicate which SPS/CG is activated/deactivated. To facilitate the DCI activation/deactivation of the multiple SPS/CG, a SPS/CG ID needs to be introduced for each SPS/CG configuration.
Proposal 2: A SPS/CG ID is included in the SPS/CG configuration.
As RAN2 agreed that “an offset for each configuration is needed for the calculation of the HARQ process ID”, then the calculation formula for the HARQ process ID of the SPS/CG needs to be modified as below:
	For DL SPS:
(numberOfSlotsPerFrame × SFN + slot number in the frame) =
[(numberOfSlotsPerFrame × SFNstart time + slotstart time) + N × periodicity × numberOfSlotsPerFrame / 10] modulo (1024 × numberOfSlotsPerFrame) + harqProcessID-Offset

	For CG type-1:
[(SFN × numberOfSlotsPerFrame × numberOfSymbolsPerSlot) + (slot number in the frame × numberOfSymbolsPerSlot) + symbol number in the slot] =
 (timeDomainOffset × numberOfSymbolsPerSlot + S + N × periodicity) modulo (1024 × numberOfSlotsPerFrame × numberOfSymbolsPerSlot) + harqProcessID-Offset, for all N >= 0.

	For CG type-2:
[(SFN × numberOfSlotsPerFrame × numberOfSymbolsPerSlot) + (slot number in the frame × numberOfSymbolsPerSlot) + symbol number in the slot] =
[(SFNstart time × numberOfSlotsPerFrame × numberOfSymbolsPerSlot + slotstart time × numberOfSymbolsPerSlot + symbolstart time) + N × periodicity] modulo (1024 × numberOfSlotsPerFrame × numberOfSymbolsPerSlot) + harqProcessID-Offset, for all N >= 0.


According to the discussion on the intra-UE prioritization, the UE could have the UL grant collision between CG and CG. Then one question is whether the HARQ process ID can be configured as identical or different for the collided UL grants between CG and CG. If the HARQ process ID for the collided CG(s) is the same, then the MAC can only store one MAC PDU for the HARQ process, and the dropped uplink grant could cause the loss of the MAC PDU. If the HARQ process ID(s) for the collided CG(s) are different, the MAC can create two MAC PDUs, and the network can still trigger an HARQ re-transmission for the drop CG. Thus to simplify the UE implementation and avoid the packet loss, we consider that the HARQ process ID for multiple SPS/CG are not overlapping.
Proposal 3: The HARQ process ID(s) for multiple SPS/CG are not overlapped for the collided SPS/CG. 

Although RAN1 and RAN2 agreed to have multiple active CG/SPS for a given BWP, it is still not clear whether we can have CG type-1 and CG type-2 active at the same time. According to the current MAC specification, CG Type-1 and CG Type-2 cannot be configured for the same BWP. One concern is the extra complexity on the HARQ process ID allocation. However as RAN2 already agreed to introduce the offset for the HARQ process ID calculation for multiple CG/SPS, we consider that no extra complexity is needed for the simultaneous activation of CG type-1 and CG type-2.
Proposal 4: The CG type-1 and the CG type-2 can be active at the same time for a given BWP.
According to the Observation 1 given above, we consider that the maximum number of UL CG configuration per BWP of a serving cell is 12 including both CG type-1 and CG type-2.
Proposal 5: The maximum number of UL CG configuration including both CG type-1 and CG type-2 is 12 per BWP of a serving cell.
Conclusions
According to the analysis given above we have the following Observations and Proposals.
Observation 1: RAN1 agreed that up-to 12 CG(s) and 8 SPS(s) can be configured for a given BWP of a cell.
Observation 2: The overlapping of the DL SPS(s) should be discussed in RAN1 first.
Proposal 1: Each SPS/CG is configured and activated/deactivated independently in Rel-16.
Proposal 2: A SPS/CG ID is included in the SPS/CG configuration.
Proposal 3: The HARQ process ID(s) for multiple SPS/CG are not overlapped for the collided SPS/CG. 
Proposal 4: The CG type-1 and the CG type-2 can be active at the same time for a given BWP.
Proposal 5: The maximum number of UL CG configuration including both CG type-1 and CG type-2 is 12 per BWP of a serving cell.

[bookmark: _Toc502437832]Reference
[bookmark: _Ref7339860][1] R2-1903584, SPS enhancements for TSC traffic, Docomo
[bookmark: _Ref7339862][2] R2-1904355, Outstanding Issues for multiple SPSs-CGs Support, CMCC 
[3] R2-1906838, On configuration aspects for multiple SPS and CG, Ericsson

	
