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1. Introduction
In the RAN2#105bis meeting, following agreements have been made for configured grant in R16 NR-U.
	Agreements:

· Adopt a mechanism in MAC spec to handle the UL LBT failure, where “consistent” UL LBT failures (at least for UL transmissions of SR, RACH, PUSCH) are used for problem detection

· R2 assumes that the configured grant timer is not started/restarted when configured grant is not transmitted due to LBT failure. PDU overwrite need to be avoided somehow. 

· The configured grant timer is not started/restarted when UL LBT fails on PUSCH transmission for grant received by PDCCH addressed to CS-RNTI scheduling retransmission for configured grant

· The configured grant timer is not started/restarted when the UL LBT fails on PUSCH transmission for UL grant received by PDCCH addressed to C-RNTI, which indicates the same HARQ process configured for configured uplink grant

· Upon UL transmission on configured grant, bwp-InactivityTimer is restarted as today (i.e. at LBT success)

· Upon UL transmission on configured grant, sCellDeactivationTimer is restarted as today (i.e. at LBT success)

· Retransmissions of a TB using configured grant resources, when initial transmission or a retransmission of the TB was previously done using dynamically scheduled resources, is not allowed

· A new timer is introduced for auto retransmission (i.e. timer expiry = HARQ NACK) on configured grant for the case of the TB previous being transmitted on a configured grant “CG retransmission timer”.

· the new timer is started when the TB is actually transmitted on the configured grant and stopped upon reception of HARQ feedback (DFI) or dynamic grant for the HARQ process. 

· the legacy configured grant timer and behaviour is kept for preventing the configured grant overriding the TB scheduled by dynamic grant, i.e. it is (re)started upon reception of the PDCCH as well as transmission on the PUSCH of dynamic grant.




During the RAN2#106 meeting, it was agreed to perform the following e-mail discussion[1]:

· [106#xx][NR-U] Configured Grant (LG)


Intended outcome: Report to next meeting


Deadline:  Thursday 2019-08-08 

This email discussion studied the issues including the precondition of new transmission and retransmission, whether or not to use CG timer and CG Retx timer simultaneously, management of the two timers and the impact of UL LBT failures to configured grant transmissions. 
Most companies have agreed to use CG timer and CG Retx timer simultaneously. CG timer is longer than CG Retx timer. CG Retx timer is used as in eLAA i.e. to trigger an autonomous retransmission by the UE at its expiry while CG timer starts upon new transmission on CG is used to prevent unlimited retransmission while ACK feedback is not received from network side. The expiry of the CG timer indicates that a new transmission is permitted.
Most companies have agreed that if TB transmission on CG fails for LBT, the UE should transmit the pending TB using the same HARQ process ID at the next CG resource. RAN2 assumes the configured grant timer is not started when the configured grant is not transmitted due to LBT failure, and the data pending for LBT failure may be overwritten. Several solutions have been suggested to resolve the issue, however no consensus has been reached.
In this contribution we discuss the options to resolve the PDU being overwritten when LBT failure occurs and potential specification impact of configured grant operation in NR-U.
2. Discussion
With the agreement that the CG timer is not started/restarted even if uplink transmission is not performed due to LBT failure, the TB is not transmitted due to LBT failure may be replaced by a newly generated TB. Although the CG timer is not running, there may be a pending TB fail to be sent for LBT failure, so the UE should not send new data to avoid  data loss. The CG timer cannot be used to prevent the TB being overwritten when LBT failure occurs (transmission is not performed) rather than transmission failure (transmission is performed). 
There are 4 options presented in the e-mail discussion on how to avoid the TB being overwritten:
	Option 1: The UE does not generate a new TB if there is a pending TB for the HARQ process due to LBT failure.

	Option 2: The UE transmits the pending TB using same or different HARQ process if the size of pending TB matches the CG resource (R2-1906725).

	Option 3: Introduce HARQ_FEEDBACK. The state variable is set to NACK by default and can only be updated based on DFI. As long as HARQ_FEEDBACK = NACK, new transmission on configured grant is not allowed (R2-1907741).

	Option 4: Start the CG timer even if the LBT fails, which reverts the previous RAN2 agreement.


Option 4 is not aligned with recent agreement. Most companies prefer option 1, 2 or 3.
Most companies have agreed that UE should send the pending TB using the same HARQ process, but the PDU being overwritten issue still remains. To settle this issue, in option2, different HARQ process can be used to transmit the pending TB if a new TB is generated when the CG timer of the process in not running. If there is pending TB of process A that has never been transmitted successfully and a new TB has been generated, the UE should select the HARQ process B so that there is no pending TB and CG timer which is not running to transmit the pending TB of process A. However, if the UE fails to select another process to send the pending TB the new TB will still overwrite the pending TB. Option2 cannot resolve the problem of PDU being overwritten when LBT failure occurs.
Both option1 and option3 can be used to resolve the PDU being overwritten for LBT failure. Therefore RAN2 should select an approach using option1 or option3.  

Proposal 1: Option2 and option4 should not be used to resolve the problem of PDU being overwritten for LBT failure. Therefore RAN2 should select an approach using option1 or option3.
The following further analysis describes the detailed operation and specification impact of option1 and option3 if they are adopted.

In Option1, on each CG resource where the CG timer is not running (new transmission is permitted) UE should check if there is TB for the HARQ process due to LBT failure and does not generate a new TB. It’s not clear whether transmission of the TB in buffer has ever been performed or not if the TB is still in buffer. This “pending TB” should be the TB has never been transmitted for LBT failure, i.e. the CG timer has never been started for the TB. If the TB in buffer has ever been transmitted, then the TB can be overwritten by new TB. 
The operation should be:

On each CG resource where the CG timer is not running, to avoid PDU being overwritten the UE should check whether there is a TB in the buffer that has never been successfully sent (or if there is a TB in buffer that the CG timer never has been started for) then, when LBT failure occurs, if it’s true, then MAC triggers retransmission of the TB and not generate a new TB for that process; Otherwise, MAC should trigger a new transmission for the process i.e. generate a new TB to transmit. 
Observation 1: According to option1, on each CG resource where the CG timer is not running, to avoid PDU being overwritten MAC entity should check whether there is a TB in the buffer that has never been successfully sent (or there is a TB in buffer the CG timer has never been started for) for LBT failure:

· If it’s true, then MAC entity triggers retransmission of the TB and does not generate a new TB for that process; 
· Otherwise, MAC entity triggers new transmission for the process, i.e. generate a new TB to transmit.

In option1, on each CG resource if the UE checks that CG timer is running but CG reTx is not running, UE can perform retransmission if there is a TB in the buffer.
Observation 2: According to option1, on each CG resource that CG timer is running but CG reTx is not running, UE performs retransmission if there is a TB in the buffer.
Upon actual PUSCH sending of TB the UE starts the CG reTx timer. Upon the first time UE actually sending the TB, i.e. the CG timer is not running, the UE should start both the CG timer and CG reTx timer.
Observation 3: For option1, upon actual PUSCH sending of TB the UE starts the CG reTx timer and if it’s the first sending of TB the UE should start the CG timer as well.
In option3, HARQ status is introduced as feedback status in eLAA. The initial status for the HARQ process should be ACK. HARQ status is set to ACK when CG timer expires or receives DFI acknowledging the pending TB. TheUE can only generate and transmit new TB when HARQ status is ACK. For each new TB generation, UE should set the HARQ status of the process to NACK so that UE cannot generate a new TB when there is still a pending TB that has never been transmitted. While the HARQ status is NACK and CG reTx is not running, the UE should perform a retransmission if there is a TB in the buffer. Upon actual PUSCH sending of a TB the UE should start the CG reTx timer, if it’s the first time of successful transmission, i.e. the CG timer is not running, then the UE should start CG timer as well.
Observation 4: According to option3, the initial HARQ status should be ACK. HARQ status is set to ACK when CG timer expires or it receives DFI acknowledging the pending TB.

Observation 5: According to option3, for each new TB generation the MAC entity should set the HARQ status of the process to NACK. To avoid PDU being overwritten, on each CG resource, the MAC entity should check the HARQ status:

· If the HARQ status is ACK, the MAC entity generates and transmits a new TB for that process. 
· If the HARQ status is NACK and if CG reTx is not running, the MAC entity triggers a retransmission for that process.
Observation 6: For option3, upon actual PUSCH sending of a TB the UE starts the CG reTx timer, if it’s the first time of successful transmission then the UE starts the CG timer as well.
According to above analysis on the detail operations of option1 and option3, it’s seems they are the different approaches of the same solution to resolve the problem that the PDU being overwritten. Option3 has more specification impact for introducing the HARQ status. Comparing option1 and option3, option3 is straight forward to be carried out and option1 needs some method to identify whether there is a pending TB in the HARQ buffer or not during the implementation, e.g. using a label for each HARQ process. Both two options should identify the first successful transmission of a TB to start the CG timer. Therefore the two options are similar on the complexity of implementation, while considering the specification impact we prefer option1. 

Proposal 2: HARQ status should not be introduced for configured grant in NR-U and RAN2 should adopt option1 to resolve the PDU overwritten issue. 
3. Conclusion
In this contribution, we have discussed the issue of PDU being overwritten in configured grant. We have the following observations and proposals:
Proposal 1: Option2 and option4 should not be used to resolve the problem of PDU being overwritten for LBT failure. Therefore RAN2 should select an approach using option1 or option3.

Observation 1: According to option1, on each CG resource where the CG timer is not running, to avoid PDU being overwritten MAC entity should check whether there is a TB in the buffer that has never been successfully sent (or there is a TB in buffer the CG timer has never been started for) for LBT failure:

· If it’s true, then MAC entity triggers retransmission of the TB and does not generate a new TB for that process; 

· Otherwise, MAC entity triggers new transmission for the process, i.e. generate a new TB to transmit.

Observation 2: According to option1, on each CG resource that CG timer is running but CG reTx is not running, UE performs retransmission if there is a TB in the buffer.

Observation 3: For option1, upon actual PUSCH sending of TB the UE starts the CG reTx timer and if it’s the first sending of TB the UE should start the CG timer as well.
Observation 4: According to option3, the initial HARQ status should be ACK. HARQ status is set to ACK when CG timer expires or it receives DFI acknowledging the pending TB.

Observation 5: According to option3, for each new TB generation the MAC entity should set the HARQ status of the process to NACK. To avoid PDU being overwritten, on each CG resource, the MAC entity should check the HARQ status:

· If the HARQ status is ACK, the MAC entity generates and transmits a new TB for that process. 

· If the HARQ status is NACK and if CG reTx is not running, the MAC entity triggers a retransmission for that process.

Observation 6: For option3, upon actual PUSCH sending of a TB the UE starts the CG reTx timer, if it’s the first time of successful transmission then the UE starts the CG timer as well.
Proposal 2: HARQ status should not be introduced for configured grant in NR-U and RAN2 should adopt option1 to resolve the PDU overwritten issue. 
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