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1. Introduction 
In Rel-15 NR, there are two different MCS tables specified by RAN1 to deal with the reliability issues for different traffic types. A normal table (named as qam256 [5]) with high spectral efficiency MCS entries optimised for high data rate transmissions with best effort delivery such as eMBB, and another table (named as qam64LowSE [5]) with low spectral efficiency MCS entries promoted for data transmissions with high reliability requirement. The MCS entries are obtained from various coding rates and with different transport block sizes.

For dynamic scheduling in the UL, the gNB can dynamically allocate resources to UEs via the C-RNTI or MCS-C-RNTI on PDCCH(s). In this case a DCI indicates which table to use, i.e. the DCI is masked with C-RNTI for the high spectral efficiency MCS table, and the DCI is masked with MCS-C-RNTI for the low spectral efficiency MCS table. 

For both configured grant Type 1 (CG1) and Type 2 (CG2), the MCS table is set via RRC at the beginning of the configuration. In addition, for CG1, the MCS index (IMCS) can be configured via RRC from the same MCS table in the range of 0 to 31 depending on UE’s long term channel conditions. 

In this contribution, we discuss how to take into account the reliability factor, latency and resource efficiency for uplink scheduling and LCP procedures.
This tdoc is a resubmission of R2-1907040.
2.  Satisfying latency and reliability when scheduling CG resources
It is well-known that different services can have different reliablities and latencies, not only between eMBB and URLLC/iIoT, but also within URLLC/iIoT traffic. Therefore multiple active configured grants has been agreed in a given bandwidth part (BWP) of a serving cell for different services having different reliabilities and also for reducing latencies. Hence, services with different reliabilities should be mapped to different logical channels even if they have similar latency profile, and then different logical channels are assigned to different CG resources where each CG resource could potentially have a different MCS index. To increase reliability and availability, a logical channel could be associated to one or more active CG resources.
Proposal 1: A logical channel should be associated to one or more active CG resources.

The consequence of the above proposal is that there should be a mapping restriction for a logical channel which CG resource(s) to be used for its transmission.

Proposal 2: Each logical channel should be configured a mapping restriction of one or more CG resources.
3.  Satisfying latency, reliability and resource efficiency when collison between DG and CG
When there is a resource conflict between a low priority data (e.g. eMBB) scheduled by DG and a high priority data scheduled by CG, one thing is clear which is to transmit the high priority data first. However, it seems there are three different parameters which need to be satisfied: latency, reliability and to minimise resource wastage (i.e. resource efficiency).  
It is important to take into account the periodicity of the high priority traffic, and in some predominant cases the latencies/periodicities are greater than the slot-based scheduling unit of NR which is slot-wide duration. Hence, when periodicity is greater than slot-based scheduling unit of NR, it is possible to satisfy latency and reliability while at the same time minimising resource wastage. 
Observation: When periodicity of the high priority traffic is greater than slot-based scheduling unit of NR, it is possible to satisfy latency and reliability while at the same time minimising resource wastage.

When there is a resource conflict between DG and CG, instead of always using small-size resources on the CG to transmit the high priority data and dropping the large resources of the DG, it is more efficient to use the largest resources indicated by one of the grants to transmit the high priority data, and if there is any remaining resources, the TB is filled with low priority data. If the DG is the largest grant and does not satisfy the required reliability, the UE could change the MCS table autonomously (i.e. to qam64LowSE). One way is that a UE to switch to a more reliable table and use the same MCS index signalled in the dynamic grant/DCI as shown on Figure 1. If UE changes its MCS table autonomously it must inform gNB using similar to L1 mechanism of UCI multiplexing on the same PUSCH transmission. 
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Figure 1: Using same MCS index signalled in the DCI and switching Tables.
Proposal 3: When there is a collison between DG and CG, if the periodicity of the high priority traffic is long enough, latency, reliability and resource efficiency must be satified:

· Consider the MAC/PHY layer to prioritise the grant with largest resources to transmit the high priority data, and if there is any remaining resources, the TB should be filled with the low priority data.

· If the DG indicates the largest resource and does not satisfy the required reliability, the UE must change its MCS table autonomously. 

· The UE should use the same MCS index signalled in the dynamic grant/DCI.

· The UE must inform gNB using similar to L1 mechanism of UCI multiplexing on the same PUSCH transmission. 
· Send LS to RAN1 to specify how UE inform gNB about changing MCS table.

4.  Conclusions

In this contribution, we have discussed how to take into account the reliability factor, latency and resource efficiency for uplink scheduling and LCP procedures, and we have the following observations and proposals.
Proposal 1: A logical channel should be associated to one or more active CG resources.

Proposal 2: Each logical channel should be configured a mapping restriction of one or more CG resources.

Observation: When periodicity of the high priority traffic is greater than slot-based scheduling unit of NR, it is possible to satisfy latency and reliability while at the same time minimising resource wastage.

Proposal 3: When there is a collison between DG and CG, if the periodicity of the high priority traffic is long enough, latency, reliability and resource efficiency must be satified:

· Consider the MAC/PHY layer to prioritise the grant with largest resources to transmit the high priority data, and if there is any remaining resources, the TB should be filled with the low priority data.

· If the DG indicates the largest resource and does not satisfy the required reliability, the UE must change its MCS table autonomously 

· The UE should use the same MCS index signalled in the dynamic grant/DCI.

· The UE must inform gNB using similar to L1 mechanism of UCI multiplexing on the same PUSCH transmission. 
· Send LS to RAN1 to specify how UE inform gNB about changing MCS table.
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