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1. Introduction 
A new WI to support of NR Industrial Internet of Things (iIoT)[1] has been approved where the following part of the objectives relate to NR intra-UE prioritization/multiplexing:

The detailed objectives for NR intra-UE prioritization/multiplexing are:
· Specify enhancements to address resource conflicts between dynamic grant (DG) and configured grant (CG) PUSCH and conflicts involving multiple CGs [RAN2, RAN1].

· Specify PUSCH grant prioritization based on LCH priorities and LCP restrictions for the cases where MAC prioritizes the grant [RAN2].

In this contribution, we discuss how to address the resource conflicts between dynamic grant (DG) and configured grant (CG) PUSCH and conflicts involving two CGs for industrial IoT.
This tdoc is a revision of R2-1907038.
2.  Dynamic vs Configured Grants
In Rel-15 NR, if there is a collision of resources between dynamic and configured grants, then MAC prioritises dynamic grant to transmit on its resources. However, in industrial IoT work item for Rel-16, the data in the configured grant may have a higher priority than the data in the dynamic grant, for example for the case where dynamic grant carries eMBB data and configured grant contains iIoT data.
One may argue that it is straight forward to always prioritise the configured grant as the configured grant mostly carries iIoT data which has stringent requirements in terms of latency and reliability. On the other hand, if configured grant with small data (i.e. small number of PRBs) collides with dynamic grant with large amount of data (i.e. large number of PRBs), it is not efficient to drop large number of PRBs and transmit small number of PRBs if the latency and reliability of the iIoT data can be met with the dynamic grant. 
In addition, it is also possible that the dynamic grant carries another highly prioritised data than the one carried by configured grant, such as a different class of iIoT data. Hence considering all arguments, the MAC and or Physical layer should consider some criteria to decide which grant to be prioritised whenever there is a collision of resources between dynamic and configured grants.
In order to formulate the above criteria, we have to look at the characteristics of the industrial IoT data traffic.

The industrial IoT data traffic is mostly expected to be deterministic in nature (i.e. periodicity, message size, reference time or offset) which arrives at predictable time, and must be delivered within a certain window of time. Based on this, the network must configure appropriate UL resources in advance. The key word here is the periodicity of the UL resources as some data traffic would have a shorter periodicity that is less than a slot (e.g. 1ms) while some other traffic would have longer periodicities of multiple of slots. UL resources based on Configured grants (CG) are mainly suitable for iIoT traffic where each CG periodicity is either less than or longer than a slot, hence it can be completely assumed that there is a direct relationship between the delivering time window of the iIoT traffic and CG periodicity.

In NR, the largest scheduling unit is a slot in which its time duration depends on subcarrier spacing (SC) of the BWP, for example if SC = 15 KHz, the slot duration is 1ms. Subsequently if there is a collision between data scheduled by dynamic grant (DG) and CG in an slot where each grant could span from a few OFDM symbols (OS) to an slot duration, they can be multiplexed in to the largest grant (DG or CG), however the constraint is the delivering time window of the data scheduled by the CG which could be less than the data scheduled by the DG with slot-long duration. In order to differentiate these cases, the periodicity of CG which is known both at the UE and network can be exploited and the following criteria could be followed:
CASE 1 - If the periodicity of a CG is equal or longer than a slot duration as shown on Figure 1, it implies that the time window to be delivered for the iIOT traffic is longer than the maximum scheduling duration of NR (i.e. slot duration). Hence it is possible that eMBB data (scheduled by DG) and iIOT data (scheduled by CG) to be multiplexed in the same grant as the latency of the iIoT can be met: 

a) If data for both grants are available prior to constructing the MAC TB of the earliest PUSCH, the UE should multiplex both data (if enough resources) into the largest grant based on Logical Channel Prioritisation and multiplexing operation, and use the low spectral efficiency MCS table to provide the required reliability. Note that in order to provide the required reliability, the UE may need to change its MCS table autonomously and inform gNB using similar to L1 mechanism of UCI multiplexing on the same PUSCH transmission.
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Figure 1. DG and CG colliding where periodicity of CG is longer than an slot duration
b) If data for both grants are not available prior to constructing the MAC TB of the earliest PUSCH, the MAC delivers MAC TB of each grant to Physical layer at the time of its availability. In this case, the MAC layer can provide an explicit priority indication of each grant to the physical layer.
CASE 2 - If the periodicity of a CG is less than an slot duration as shown on Figure 2, it implies that the time window to be delivered for the iIOT traffic is less than the maximum scheduling duration of NR (i.e. slot duration). Hence from the latency perspective, the MAC layer should not multiplex the iIOT traffic scheduled by CG into the DG PUSCH with an slot duration. The MAC delivers MAC TB of each grant to Physical layer at the time of its availability. In this case, the MAC layer can provide an explicit priority indication of each grant to the physical layer.
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  Figure 2. DG and CG colliding where periodicity of CG is very short
Proposal 1: If the periodicity of a CG is equal or longer than a slot duration and if data for both grants (DG and CG) are available prior to constructing the MAC TB of the earliest PUSCH, the MAC Layer resolves the collision of resources between dynamic and configured grants by prioritising the largest grant PUSCH and employing a low spectral efficiency MCS table,
Else the MAC delivers the TB of each grant to Physical layer at the time of its availability, and provide an explicit priority indication of each grant to the physical layer.

3.  Configured vs Configured Grants
Multiple active configured grants should be specified in a given bandwidth part (BWP) of a serving cell at least for different services/traffic types and/or for enhancing reliability and reducing latency. This implies that they may have different periodicities and hence at some point in time some configurations will overlap on the same resources.

We consider same principles discussed in section 2 also for the case of collision between configured and configured grants, as follows:

CASE 1 - If the periodicities of the colliding CGs are equal or longer than a slot duration
a) If data for colliding CGs are available prior to constructing the TB of the earliest CG PUSCH, then it should be possible a MAC to multiplex the data into one TB based on logical channel priority and transmit the TB using the largest configured grant resources, or the configured grant with the lowest MCS can be selected to ensure reliability of the PUSCH transmission. Alternatively, if the configured grants have contiguous resources in the frequency domain, the TB can be transmitted using the frequency resources of both configured grants (i.e. combined resources).
b) If data for colliding grants are not available prior to constructing the MAC TB of the earliest PUSCH, the MAC delivers MAC TB of each grant to Physical layer at the time of its availability. In this case, the MAC layer can provide an explicit priority indication of each grant to the physical layer.
CASE 2 - If at least the periodicity of one of the CGs is less than a slot duration, the MAC delivers MAC TB of each grant to Physical layer at the time of its availability. In this case, the MAC layer can provide an explicit priority indication of each grant to the physical layer.
Proposal 2: If the periodicities of the colliding CGs are equal or longer than an slot duration, and if the data for the colliding CGs are available prior to constructing the TB of the earliest CG PUSCH, the MAC Layer resolves the collision of two configured grants by prioritising the CG PUSCH with the largest resources or with the lowest MCS,
Else the MAC delivers the TB of each CG to Physical layer at the time of its availability, and provide an explicit priority indication of each CG to the physical layer.

4.  Conclusions

In this contribution, we have discussed how to address the resource conflicts between dynamic grant (DG) and configured grant (CG) PUSCH and conflicts involving two CGs for industrial IoT and we have the following proposals:

Collision of DG and CG:
Proposal 1: If the periodicity of a CG is equal or longer than a slot duration and if data for both grants (DG and CG) are available prior to constructing the MAC TB of the earliest PUSCH, the MAC Layer resolves the collision of resources between dynamic and configured grants by prioritising the largest grant PUSCH and employing a low spectral efficiency MCS table,
Else the MAC delivers the TB of each grant to Physical layer at the time of its availability, and provide an explicit priority indication of each grant to the physical layer.

Collision of CG and CG:

Proposal 2: If the periodicities of the colliding CGs are equal or longer than an slot duration, and if the data for the colliding CGs are available prior to constructing the TB of the earliest CG PUSCH, the MAC Layer resolves the collision of two configured grants by prioritising the CG PUSCH with the largest resources or with the lowest MCS,
Else the MAC delivers the TB of each CG to Physical layer at the time of its availability, and provide an explicit priority indication of each CG to the physical layer.
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