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1. Introduction
In last RAN2#106 meeting [1], the following agreements were reached on MCG fast recovery:
Agreements 

FFS Whether a guard timer is needed for the MCG failure indication message

1
Once the MCG failure indication is triggered, the UE shall:

-
transmit the MCG failure indication;

−
suspend MCG transmission for all SRBs and DRBs;

−
reset MCG-MAC;

−
maintain the current measurement configurations from both the MN and the SN, and continue measurements based on configuration from the MN and the SN if possible.

FFS whether switch the primaryPath to SCG is needed

2
If SCG failure is detected while MCG is suspended then initiate RRC re-establishment procedure 

3
Upon receiving the MCG failure indication, the MN sends reconfiguration with sync or RRC Release to the UE via SRB1.

4
Upon reception of reconfig with sync the UE resumes MCG transmission if suspended

Based on the agreement, UE could trigger an MCG failure procedure and report a failure information message to network via SCG. Here we would like to discuss the FFS guard timer and the messages receives when MCG failure procedure is triggered.
2. Discussion
It is still FFS on if a guard timer is necessary. From our understating, it is beneficial to introduce such a guard timer. It could avoid unnecessary waiting for the response and could trigger a RRC re-establishment procedure on time. In the last meeting, it was argued that such a waiting for response would be ended up by the subsequent SCG failure, otherwise, UE could keep waiting. However, it is not a good option. It highly relies on the SN radio link condition to make the UE skip out of the waiting. And consequently, the delay could be unpredictable.
So to manage the MCG failure recovery procedure, we prefer to introduce such a guard timer to avoid unpredictable delay mention above.

Proposal-1: Introduce a timer which is started upon a MCG failure indication is triggered and stopped when a reconfiguration with sync or RRC Release is received. While the timer expired, UE triggers RRC re-establishment procedure.

Such a guard timer could be stopped when a reconfiguration with sync or RRC Release is received. However, when the timer is started, there could be RRC reconfiguration without sync/ with sync in SCG received via split SRB1, especially when duplication is configured. It is not clear how UE deals with the RRC message within the timer running.
There could be two options as below,
Option 1: apply the received RRC reconfiguration and generate a RRC completed message via split SRB1.
Option 2: Not apply the received RRC reconfiguration.

It is not proper to apply a new reconfiguration when all DRBs/SRBs via MCG are suspended. And the consequent RRC complete message could be transmitted later than the MCG failure report message. It could result that gNB responses the MCG failure report message before a complete message is received. The reconfiguration could not be aligned between gNB and UE.

So it is proposed that UE does not apply any received RRC reconfiguration except reconfiguration with sync in MCG when MCG failure indication is triggered.
 Proposal-2: Not apply any received RRC reconfiguration except reconfiguration with sync in MCG when MCG failure indication is triggered.
3. Conclusion
We have discussed the report of MCG link, and proposed the following:

Proposal-1: Introduce a timer which is started upon a MCG failure indication is triggered and stopped when a reconfiguration with sync or RRC Release is received. While the timer expired, UE triggers RRC re-establishment procedure.

Proposal-2: Not apply any received RRC reconfiguration except reconfiguration with sync in MCG when MCG failure indication is triggered.
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