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Introduction
RAN2#105bis reached the following agreement on UL mapping to BH RLC channels [2]:
	· Routing delivers a packet to a destination node by selecting a next backhaul link among given multiple backhaul links at an IAB node and an IAB donor node as a baseline.
· “Destination IAB node/IAB donor-DU address” and “Specific path identifier” (carried in the BAP) are considered as candidate for route identifier for routing at an adaptation layer. Additional required information for routing is FFS.
· “Destination IAB node/IAB donor-DU address” and/or “Specific path identifier” is unique within an IAB donor-CU. 

· FFS what ID is used to identify the egress link (next hop link) in routing table. C-RNTI alone will not be used for this purpose. 

· Load balancing by routing by Donor CU shall be possible
· Local selection of path/route is done at link failure, other cases FFS




RAN2#106 reached the following agreements on BAP routing [3]:

	BAP routing:

· The BAP routing id (carried in the BAP header) consists of BAP address and BAP path ID. Encoding of the path ID in the header is FFS.

· Each BAP address defines a unique destination (unique for IAB network of one Donor, either an IAB access node, or the IAB donor)

· Each BAP address can have one or multiple entries in the routing table to enable local route selection. Multiple entries are for load balancing, re-routing at RLF. For load balancing still FFS what is decided locally and/or decided by the Donor.
· Each BAP routing id has only one entry in the routing table.

· The routing table can hold other information, e.g. priority level for entries with same BAP address, to support local selection. Configuration of this information is optional.
Flow control:

· Flow control is supported in both upstream and downstream directions in order to avoid congestion-related packet drops on IAB-nodes and IAB-donor DU. 


• In upstream direction, UL scheduling is considered baseline for hop-by-hop flow control. End-to-end flow control is FFS. 

•  In downstream direction, the NR UP protocol is considered baseline for end-to-end flow control. Hop-by-hop flow control is FFS.




This paper discusses load reporting by the IAB-node and IAB-donor DU to the IAB-donor CU-CP for the support of load-based topology changes, re-rerouting and resource configuration. 
2
Discussion
IAB supports features such as topology adaptation, dynamic route reconfiguration and semi-static resource allocation which are controlled by the IAB-donor CU-CP.

One reason to use these features is to dynamically optimize IAB topology, data transport and resource allocation to the actual IAB-node load conditions. 

Observation 1: One reason for donor-based configuration of topology, routing and resource allocation is to optimize IAB operation to actual load conditions.  

For this purpose, the IAB-donor CU-CP has to know about the load conditions on the IAB-nodes. There is presently no information available to the CU-CP about the IAB-node’s load condition. While the NR Userplane Protocol sends indications related to packet loss due to congestion on IAB-node DUs to the CU-UP, this information is not available to the CU-CP.
It is therefore beneficial to introduce load reporting by the IAB-node to the CU-CP. The load reporting could include:
· Upstream load on MT vs. downstream load on DU

· Load per link and/or per RLC channel.
· Periodic and/or event-based reports.

The load metric could capture the available or unavailable buffer size fraction. Alternatively, it captures the absoluate available or unavailable buffer size.
IAB-node-based load reporting to the CU-CP should be configured by the CU-CP.

Proposal 1: IAB-node load-state reporting to CU-CP should be supported.
Proposal 2: Load reporting should be differentiated with respect to MT vs. DU, BH link vs. BH RLC channel, and periodic vs event-based reports.

Proposal 3: Load reporting should include the relative available or unavailable buffer load fraction or the absolute available or unavailable buffer size.
Proposal 4: Load reporting should be configured by the IAB-donor CU-CP.
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Conclusion
This paper discussed the information to be configured on IAB-nodes and IAB-donor DU to enable next-hop forwarding on BAP layer. The following proposals have been made: 

Observation 1: One reason for donor-based configuration of topology, routing and resource allocation is to optimize IAB operation to actual load conditions.  

Proposal 1: IAB-node load-state reporting to CU-CP should be supported.
Proposal 2: Load reporting should be differentiated with respect to MT vs. DU, BH link vs. BH RLC channel, and periodic vs event-based reports.

Proposal 3: Load reporting should include the relative available or unavailable buffer load fraction or the absolute available or unavailable buffer size.

Proposal 4: Load reporting should be configured by the IAB-donor CU-CP.
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