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Introduction
In the RAN2#105bis meeting, RAN2 discussed an issue captured in TR 38.825 [1] on supporting multiple TSN flows in a single TSN device and achieved the following potential approach: 
	No.
	TSN traffic characteristic
	Description
	Potential solutions and enhancements

	3
	Multiple TSN flows in a single TSN device
	As captured in section 6.5.1, a single UE may need to handle "multiple periodic streams, of different periodicities, of critical priority, for example multiple TSN streams coming from different applications". Therefore, a solution to serve multiple TSN traffic flows in a single UE may be required.

	In order to serve multiple TSN flows simultaneously, it is beneficial to support multiple Configured Grant as well as SPS configurations in the single UE, for a given Bandwidth Part of a serving cell.



In this contribution, we provide our view on the potential solution to satisfy the QoS requirement for multiple TSN flows.
Discussion
Based on the TR38.825 [1], the multiple active configured grants for a given BWP of a serving cell is agreed to be supported. In the TSC network, gNB needs to translate the traffic characteristics, e.g. traffic patterns, latency and reliability requirements, into different parameters, e.g. different periodicities, repetition numbers, MSC levels and resource sizes, and assign the traffic to CG resource. In order to better provide the appropriate resource of CG according to the service characteristic and traffic type, it may be beneficial to associate different CG configurations with the different traffic types of the UE. 
Furthermore, due to the stringent reliability requirement of TSN traffic flow, the CG resources need to be allocated carefully by network configuration to avoid confliction between multiple services, which causes the undesired delay or decreased reliability. In this assumption, one CG resource is feasible to be allocated to one dedicated service or multiple services with similar traffic patterns.
The LCP restriction in R15 is introduced for LCH to reserve, for instance, the numerology with the largest subcarrier spacing and/or shortest PUSCH transmission duration for URLLC services [2]. The existing LCP restriction defined in [4] for each logical channel only includes the parameters listed below: 
-	allowedSCS-List which sets the allowed Subcarrier Spacing(s) for transmission;
-	maxPUSCH-Duration which sets the maximum PUSCH duration allowed for transmission;
-	configuredGrantType1Allowed which sets whether a configured grant Type 1 can be used for transmission;
-	allowedServingCells which sets the allowed cell(s) for transmission.
Considering that packet transmission time instants need to be aligned with the RAN slot boundary and the transmission repetition may be configured to reduce the impact of jitter in the TSN network, the PUSCH duration of CG resource reserved for TSN may be scheduled in the unit of slot. Besides, the latency requirement of communications services in TSN varied between 0.5ms to 500ms [3]. So the parameter allowedSCS-List and maxPUSCH-Duration in LCP restriction may not precisely distinguish the LCHs and furthermore reserve the CG resource, therefore it is not possible to assign the traffic to proper CG resources by the current LCP restriction in R15.
Hence, RAN2 needs to discuss the extension of LCP restriction to satisfy the QoS requirement of TSC network. One solution is to directly map different LCHs to the different CG configurations. The modified IE LogicalChannelConfig in [5] is listed below:
LogicalChannelConfig information element
-- ASN1START
-- TAG-LOGICAL-CHANNEL-CONFIG-START

LogicalChannelConfig ::=            SEQUENCE {
    ul-SpecificParameters               SEQUENCE {
        priority                            INTEGER (1..16),
/*omitted text*/   -- Need R
        configuredGrantType1Allowed         ENUMERATED {true}                                                           OPTIONAL,   -- Need R

        CG-List                         SEQUENCE (SIZE (1..maxCG)) OF CG ID
OPTIONAL,   -- Need R
        logicalChannelGroup                 INTEGER (0..maxLCG-ID)                                                      OPTIONAL,   -- Need R
/*omitted text*/   
    ...
}

-- TAG-LOGICAL-CHANNEL-CONFIG-STOP
-- ASN1STOP

Proposal: It is proposed to associate/configure different CG configurations to different LCHs.

Conclusion
In this contribution, we provide our view on the potential solution to satisfy the QoS requirement for multiple TSN flows.
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