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1 Introduction

At RAN2 #106 an email discussion was agreed to discuss and converge on the requirements and preferred solutions for the Grid Definition for SSR: 
[106#76][NR/Positioning]  SSR grid definition (u-blox)


Converge on the requirements and solutions for the grid definition.


Intended outcome: Report to next meeting


Deadline:  Thursday 2019-08-08 
Section 2.1 of this report provides background material about the role and use of the Grid based solution for providing atmospheric corrections over large geographic areas for SSR. 
In Section 2.2 the topics and issues that arose during discussion amongst companies and which need further consideration are set out using a question and answer framework in which we’d like to collect the views of as many participating companies as possible. 

These will be summarized after the discussion phase in Chapter 3 and presented to the Working Group at RAN2 #107.

The deadline for the email discussion is: 2019-08-09 T 06:59:00Z (UTC).
After the discussion completes there will be a one week period during which the source company will summarize the inputs for reporting to RAN2 #107.

2 SSR Grid Definition
2.1 Background and overview of atmospheric corrections for SSR
2.1.1 Atmospheric corrections for SSR
SSR (State Space Representation) is a method for segmenting the errors experienced by the signal travelling from the GNSS satellite to the GNSS receiver into their component parts. This approach contrasts with traditional RTK (Real Time Kinematic) methods [1] which measure the total error at a reference station and apply these same corrections to the nearby receiver. By segmenting the total errors into their constituent parts each error component can be individually modelled. Some components relate to satellite errors (orbit, clock and signal biases) which have global scope. Other components relate to atmospheric errors caused by propagation conditions in the ionosphere and troposphere; these components vary based on the geographical location of the GNSS receiver and the signal path through the atmosphere. It is for this reason that conventional RTK corrections are only applicable when the GNSS receiver is close to the Reference receiver (typically up to about 20km is considered reliably usable). However, in addition to the wider geographic coverage area of SSR corrections, each of the individual corrections can be updated at a rate dependent on how fast the individual error is changing, and therefore much less broadcast bandwidth is used.
SSR (also refered to as PPP-RTK) builds estimates for the tropospheric and ionospheric errors as models that are indexed by the geographic position of the GNSS receiver. These models can be used over large geographic areas making them suitable for wide area broadcast, such as using satellite broadcast of corrections, and since the corrections are broadcast the technique is also well suited to mass market high accuracy applications with large numbers of GNSS receivers.
In most SSR implementations the atmospheric corrections comprise a continuous geographic error model for each satellite indexed by the geographic position of the GNSS receiver and residuals defined at a set of points (often arranged on a regular grid and therefore referred to as grid points) across the geographic region covered by the SSR correction service.
2.1.2 QZSS grid definition
The QZSS CLAS service [2], fully operational since November 2018, provides a complete set of SSR corrections referred to as “Compact SSR”. These include Orbits, Clocks, Biases, URA, STEC and Gridded corrections.
The gridded correction message MT 4073,9 includes a set of residuals for grid points covering the Japanese region. These grid points are tailored for, and specific to, the region and the definition is included as part of the CLAS specification [2]. Therefore in order for the CLAS corrections to be adapted for use in LPP, the definition of the grid points needs to be generalized for global scope covering the applications supported by 3GPP networks. The grid points defined in CLAS are illustrated in the figure below:
[image: image1.emf]
Figure 1 CLAS grid definition for Japanese region

In the example shown in Figure 1 there are 230 grid points divided into 12 areas each containing between 2 and 32 individual points.

As can be seen some areas lend themselves to rectangular definitions (in a spherical context bounded by lines of longitude West and East and lines of latitude to the North and South), some do not fit rectangular areas efficiently, and some are sparse with large gaps between individual grid points (e.g. islands) being most efficiently encoded as discrete grid points each centred on the island in question.

2.1.3 Need to generalize the SSR grid definition for LPP
Since the Work Item [3] has adopted Compact SSR as defined in CLAS as the basis for the LPP update supporting SSR, it is necessary to generalize the definition of the grid points for use in other geographical areas.

This raises a number of questions for discussion, covering key issues including:
· Should the LPP grid definition be globally unique, regionally unique, local to the NodeB from which the correction is broadcast or something else?

· What size ranges and granularity for grid point spacing is acceptable?

· Is it necessary or desireable to be able to precisely encode an identical set of grid points as used in CLAS, i.e. how flexible should the grid definition be? Is there an advantage in being able to specify grid points that do not lie on a single uniform (in spherical coordinates) spacing, or is support for multiple spacings or even arbitrary grid point centres needed?

· How much flexibility is needed in sending the grid definition to the UE? Should it be added to an existing atmospheric correction message (e.g. MT 4073,9) or should a new message be added to LPP specifically for sending the grid definition to the UE?
· How much functionality should be included in the SMLC with respect to managing and formatting corrections?

These questions and others are teased out in section 2.2 for which inputs and views are sought from all interested companies. In particular inputs from all stake holders including correction service providers, network operators, equipment vendors and component manufacturers are requested.
2.1.4 Grid alternatives presented to RAN WG2
Two different proposals for the grid definition have been submitted to RAN WG2:
1. R2-1903136, grid definition that uses an RLE encoding scheme;
2. R2-1907147, flexible grid definition which allows various regions, such as that used in CLAS, to be directly encoded.

Either of these solutions could be deemed suitable for use in LPP, but due to limited understanding of the requirements of the grid definition, this discussion aims to better understand what is needed in LPP. The final solution may be a variation of a previously submitted solution, or even something completely different.
2.2 Discussion
2.2.1 What size range is needed for a grid “square”?
It is assumed that a grid point is the point at which the atmospheric correction residual has been calculated by the correction service provider, and that it is valid throughout the surrounding grid “square” for which the grid point is the centre. This surrounding area is not in reality a “square”, it is considered to be a portion of the surface of the WGS84 ellipsoid bounded by lines of longitude to the West and East and lines of latitude to the North and South.
Since atmospheric errors, and therefore corrections, vary with conditions (time of day, time of year, weather patterns, geographic position etc.) there is a compromise between the size of the grid “square” and the quality of the corrections across its area. By way of guidance, it is generally considered that a width and height of 0.5 degrees (around 56km at the equator) provides excellent correction performance, but some areas and applications may prefer smaller or larger sizes.
It is assumed that a grid “square” will be defined by a reference point (for example North-West corner, or Centre point), which will be given in degrees longitude and latitude – this is dealt with in question 2.2.2 – and a size (for example width and height), given in delta-degrees longitude and latitude.

For simplicity the rest of this document will often refer to a grid when referring to the grid “square” surrounding a grid point for which an atmospheric residual correction may be provided. The term grids (plural) usually refers to multiple grid “squares” arranged in one or more arrays.
Companies are asked to consider what size of grid “square” fits best with envisaged applications and geographical coverage areas. 
Question 1: What are the requirements for the smallest and largest sizes of a single grid “square”? What resolution is required for the size parameter? 
NOTE: This question relates to a single grid “square” and not how arrays of grids are arranged.

	Company
	Comments

	u-blox AG
	We do not have a strong view, but in general would prefer a flexible solution with efficient resource usage (bandwidth). We suggest the following ranges for latitude and longitude grid “square” sizes: 
Latitude 0.1º minimum to 5º maximum, with 0.01 degree resolution. 
Longitude 0.1º minimum to 90º maximum, with 0.01 degree resolution. 
Differentiation between latitude and longitude is to account for convergence of lines of longitude towards the poles of the earth.
The use of differing sizes for grid “squares” could be important for different grades of correction services (large areas lead to lower accuracy) and areas with more active ionospheric conditions may need smaller grid “squares” to provide comparable performance to those in less active areas.

	Swift Navigation
	Bandwidth is also an important concern to us. We don’t have an opinion on the largest grid size, but require the ability to specify grid squares 50km in size or smaller. A resolution of 0.01 degree resolution is sufficient.

The ability to specify in the standard the use of differing sizes for grid “squares” is strongly supported to accommodate different product offerings and for flexibility to compensate for different atmospheric conditions in different geographic locations.

	Mitsubishi Electric
	We prefer to express the grid size in terms of kilometers as range in the longtitude angle to express the grid size depends heavily on latitude. If we are to express the grid size in terms of longtitude or latitude angles, dependency of longtitude on latitude should be clarified. 
Alternatively, to remove dependency of longtitude on latitude, the longtitude angle can be redefined or converted as the angle with respect to the center of the earth. As for resolution of the grid, to allow flexibility in placement of grids, 1km or 10km resolution should be selectable. As for the lower limit of the grid size, 10km seems to be reasonable. As for the upper bound, it depends on the use case and considered coverage, but 500km may be large enough.

	Qualcomm
	The size of a grid “square” should be flexible (i.e., provided as a parameter in the assistance data). 

A minimum of 0,1 degrees for latitude and longitude appears sensible, given the description above (i.e., “a width and height of 0.5 degrees (around 56km at the equator) provides excellent correction performance”). 

The maximum grid size seems to depend on how much the atmospheric corrections can typically vary in an area (i.e., the UE typically uses several grid points nearest to the target device location for interpolation). 

The resolution could be the same as the smallest grid size required (0.1 degrees in this case). It is unclear why the size resolution should be smaller than the minimum required size of a grid square.

	ESA
	The dominant error in GNSS is the error associated with the Ionosphere. This layer can add a significant amount of error to a user´s position solution and its magnitude depends on the geographic location (especially latitude), time of day and time with respect to the solar cycle (11 years). Because of sun activity the ionosphere is more or less disturbed at certain latitutedes.

Considering the factors that affect the electron content in the iono layer, we would recommend to come up with a grid definition that is flexible enough to accommodate the following:
· Iono grids of 5o x 5o for latitudes between [-55o, +55o]

· Iono grids of 10o x 10o for latitudes above ±55o
We consider these numbers to be representative when discussing the maximum size that might be encountered in an operational service; regarding the minimu size, 0.1o is more than sufficient while 0.5o may prove more practical.
We agree with QCOM regarding resolution size.

	Nokia
	No strong views but how does correction service providers currently specify the validity of the data that they provide for a specific point on earth? Is grid squares around a grid point is how they specify it or do different correction service providers use different ways to specify the validity of the data that they provide for a specific point on earth? Can we simplify it by indicating the provided corrrections for a specific point as one that is valid for a certain radius around the grid point to make it easy for the encoding of the data? I assume this still requires grid points but the signalling of assistance data for a grid point would just need a radius to be signalled along with the assistance data.

Alternatively, if there is a mapping of the grid points to 3GPP defined area concepts e.g. cell, tracking area, etc then it is easy to define the validity area for correction data as the broadcast area.

	Huawei, HiSilicon
	We are also fine with the 0.01 degree resolution. A general understanding in RTK is that 0.1 degree, which corresponds to 10 km, can be consdier as the region within which the atmospheric delay is the same. 0.01 degree resolutin corresponds to around milimeter positioning accuracy.
We agree with Mitsubishi that the grid size definition and resolution should be defined in terms of distances.

	ITRI
	We agreed with u-blox, we prefer a flexible solution as well. Indeed, using the various size of the grid can fit different requirements and needs of users

	Ericsson
	We definitely believe that the grid “square” size should be flexible in respect to the geaographical characteristic of the location. In our understanding 1º of latitude is equivalent to 111km, so 0.01º of resolution sounds like a decent choice. 

	
	


2.2.2 What alignment is needed for grid points?

Each grid “square” is aligned to a specific geographical point on the surface of the WGS84 ellipsoid. This alignment may be the position of the North-West corner, the centre, or some other part of the grid “square”. The position and granularity of this definition is somewhat interlinked with the previous question (Grid size 2.2.1) and the next (Arrays of Grids 2.2.3).
Companies are asked to provide their views on the granularity needed for defining the alignment of grid “squares” in latitude and longitude. 

NOTE: this question is about the alignment of a single grid “square” and not arrays of grids.

Question 2: What is the smallest resolution in latitude and longitude required to define the reference point of a grid “square”? What is the preferred reference point for a grid “square”: Centre, North-West corner or some other point?
	Company
	Comments

	u-blox AG
	We do not have a strong view and will be guided by input from the service providers.
We suggest a resolution of 0.01 degrees, matching the proposed resolution for grid “square” sizes in 2.2.1.

It does not matter where the reference point of a grid “square” is, as long as it is clearly defined, though logic might suggest the centre as the logical reference point. There is some merit in maintaining compatibility with existing correction services, particularly where they are already deployed using other channels for distributing the correction streams.

	Swift Navigation
	We also do not have a strong opinion, but 0.01 degrees resolution makes sense from a technical standpoint to increase flexibility in regions requiring higher granularity. We prefer specifying the center point as the reference point of the grid square due to its simplicity and intuitive location, but don’t have a strong opinion.

We would suggest that grid points are aligned to the latest official release of ITRF14 instead of the less rigorously defined WGS84 reference frame. ITRF is publicly defined and establishes the most precise global datum available. Positions defined in ITRF14 can be transformed to other datums such as WGS84, which maximizes downstream compatibility from correction services and preserves the highest level of precision within the correction messages (which in turn minimizes the contribution of datum error to the total error budget downstream at the UE).

	Mitsubishi Electric
	As in the our reply for the previous question, considering global use cases, we think if the resolution is selectable between 1km and 10km, the design offers flexibility in grid placement. For ease and efficiency of definition of collection of grid points, we prefer the reference point located in the corner, i.e., North West or South West corner where sign changes are not required to define other points. The corner reference point can also be seletable.

	Qualcomm
	The resolution of the reference point should be related to the grid size resolution. The “grid definition” essentially provides several latitude/longitude points in a compact manner. Therefore, it appears sensible to have the grid origin reference point granularity aligned  with the grid size granulariy. 

For example, in the OMA LPPe Validity Area definition (R2-1903136), a single parameter (regionSizeInv) is used to define both, the lat/long resolution of the reference point, and the grid (region) size.

The “reference point origin” (e.g., grid center or corner) does in principle not matter as long as it can be clearly defined. However, it appears simpler if a corner point is used as reference, since the grid rows/column count could start from the reference point. If a center point is used, there would be positive and negative values needed  to define a grid around a center point.

	ESA
	We have no strong preference on the location of the grid reference point location but agree that NW corner brings the advantage of not having to handle positive and negative values when required to define other points that bound the grid.

	Huawei, HiSilicon
	For the reference point resolution, we wonder what will be the motivation to define a different resolution from that of the grid. We are fine with the proposal from the above companies that the reference point resolution is the same as the state grid resolution.
For the reference point definition, all options are fine with us as long as we have a common understanding

	ITRI
	0.01 degrees resolution make sense to consider. Also, the logical reference point can be the center.

	Ericsson
	We agree that the definition conventionally used by the service providers can be reused here, while the center of the square as the reference point is a logically good choice from our view.

	
	

	
	


2.2.3 What is the maximum size of an array of grid points?

For many regions it makes sense to group grid “squares” into arrays covering a larger region because this is more efficient to encode than including the reference point and size (four parameters) for each individual grid “square” making up the array. A grid array typically requires six parameters: reference point (latitude and longitude), grid spacing (delta-latitude and delta-longitude), and number of rows and columns. This may be qualified by an ordering parameter defining how the array is stored (row or column precedence), direction and usually a list of grid “squares” used since most land areas are not rectangular and contiguous so some of the grid “squares” are not used (do not have corrections provided). 
The list of grid “squares” used may be encoded as a bit map or Run Length Encoded (RLE) list or similar.

For large contiguous geographic areas it is more efficient to encode an array of grid “squares” than encoding each grid “square” separately. It is assumed that the grid definition will include a mechanism for describing an array of grid “squares”. It is assumed that the alignment of the grid array will be the same as individual grid “squares” (question 2.2.2) and grid spacing would have the same requirement as grid size (question 2.2.1) since individual grid “squares” are assumed to be contiguous. Companies are asked to consider what geographic regions might be encoded in a single array of grids.
Question 3: What are the largest and smallest geographic areas that might be encoded in an array of grids (specified as delta-latitude and delta-longitude)?

	Company
	Comments

	u-blox AG
	It is conceivable that there could be a global definition for a set of worldwide contiguous grid “squares”. Using the maximum size as suggested in 2.2.1 (~500km) this would translate into about 2000 grid “squares” for global coverage. At a more typical size of ~50km somewhere around 200k grid “squares” would be required (with less than 30% of the surface of the earth being land only about one third of these grid “squares” would be used, i.e. about 60,000). However, no such universal definition is known to exist at the moment and we would not propose that 3GPP undertakes the task of defining one.
In practice large regional areas such as, for example, continental USA or Europe are likely to be the largest geographic areas covered by a single service. At typical grid sizes this equates to a large number of grid “squares” (around 4000 for continental USA). See question 2.2.4 for further comments relating to this topic.
Small islands could be accommodated by a single grid “square” enclosing the island, and preferably centred on it.

	Swift Navigation
	The smallest geographical area would be one grid point. To keep bandwidth down, we would prefer segmenting areas into smaller arrays, on the order of 5x5 - 10x10 degrees. We don’t see the need to transmit all of CONUS or Europe in a single grid array.

	Mitsubishi Electric
	We think the continental USA is a good example for the larget geographic area that can be covered by collection of grids. We also think the smallest coverge can be an isolated island. However, we shall also think about covering multiple remote islands using collection of grids.

	Qualcomm
	The smallest geographical area should be one grid point (with configurable area/size). E.g., for broadcast a gNB may broadcast corrections just for one point (e.g. gNB coverage area). The largest area seems to depend on usage scenario. E.g., if the grid definition is constant/fixed for a deployment, a UE may “download” the grid just once (assuming there can be a unique association defined between grid data and correction data).  In such a scenario, the geographical area may need to cover a whole PLMN area. 

	ESA
	We believe this aspect is not very clear and needs more discussions. Also, we think this is an implementation choice and is linked also to broadcast or point-to-point dissemination options.
Regardless of how dense of sparse the grids are, a minimum of 3 or 4 grid points should be provided to UE in order to perform a robust interpolation for the residual iono correction. The IE GNSS-SSR-GridedCorrections should include residual corrections for the surrounding 3 or 4 points with respect to UE approximate location.

	Nokia
	In general, from a signalling point of view, the corrections assistance data should be acquired and stored by the UE for cells that belong a specific tracking area within the PLMN or should be acquired in each cell. This has implications to broadcast bandwidth/signalling overhead, UE storage and encoding of the validity area information.

	Huawei, HiSilicon
	For the assistence information provision by 3GPP system, we don't see the need to define the array of grids for an entire continent, since it is impossible for a cell to serve that large of area. For us the largeset geographical area can be coverage scope of an LMF for a certain PLMN. 

	Ericcson
	We suggest having this range from 1x1 to MxN, in which M and N are quite large numbers that can cover all potentially possible geagraphcial area conditions in practice.

	
	

	
	


2.2.4 How do different arrays of grid points get linked together?

For large contiguous geographic areas an array of grid “squares” in conjunction with a list of the grid “squares” used is a very efficient way of encoding the grid definition. However, for small regions, such as islands only a single grid “square” may be required, or just two or three. In this case it also makes sense for the grid to be centred on the land mass to minimize the number of grid “squares” required and to minimize the residual interpolation error when applying the correction in the receiver.
The grid database for CLAS is a good example of a more complex region: it contains large contiguous geographical areas and small areas (e.g. islands) comprising very small numbers of grids, which are not aligned to some of the other arrays of grids (spacing and offset).

In proposal [5] three different methods of encoding grids were included to cater for differing geographical regions. This led to a hierarchical definition with the region comprising one or more areas; each area comprising one or more parts; and each part comprising one or more grids. Whilst being flexible it is a more complex method of encoding a geographic region than may be required.
Another consideration may be the way in which a network operator wishes to implement the correction service. For example each NodeB may transmit only the correction data for the grid centred on the cell for which it is responsible, since a UE camped on the cell does not need to receive corrections for other areas. Alternatively the network may broadcast all regional corrections from every NodeB. 
Companies are asked to consider how different geographic regions need to be supported, and how much flexibility is required in the grid definition. It is important to consider how corrections may be provided in future and therefore what flexibility is likely to be needed.

Question 4: Is there sufficient value in having efficient coding of both large and small arrays of grids and therefore supporting different models for segmenting the correction region and the way grids are encoded? How much flexibility is required in the grid definition? What are likely to be the important use cases for broadcasting corrections by NBs?
	Company
	Comments

	u-blox AG
	Important applications making use of broadcast SSR corrections could include: autonomous vehicles (land, sea and air), agriculture, emergency services and others.
Given the wide range of applications and deployed locations and the need for different service levels, we feel that LPP should have sufficient flexibility to encode a wide range of grid array sizes, structures and segmentation models, and that a one-size-fits-all solution would be limiting.
There should be sufficient flexibility in the chosen solution to cover everything from a single grid “square” covering a small island (and centred on it), to large areas with complex coastlines, such as Europe or Japan, to, perhaps, a global grid definition. For complex geographical areas we can see benefit in structuring the solution as an array of an array of grid “squares”. Within the array of grid “squares” the individual “squares” would be contiguous allowing for efficient encoding, but this may not be the case for the arrays of arrays which might have different individual grid “square” sizes and alignments.

	Swift Navigation
	We strongly favor the ability to support flexible definitions for grid representations, to account for both the varied geographical regions needing to be covered as well as the varied use cases that could be supported using a broadcast SSR model. In addition, a one-size-fits-all approach limits the ability for individual content providers to provide innovative solutions that allow customized and targeted solutions.
The ability to optimize bandwidth and encoding complexity by representing sets of grid squares in an array would be useful, but we see less value in being able to support an array of arrays unless each array in the array of arrays could be specified independently.

	Mitsubishi Electric
	We think flexibility is needed in the grid definition. Foreseen use cases are farming, autonomous vehicles (automobiles, snow plowers, drones, etc), offshore drilling/construction sites and tracking IoT devices. 
In terms of areas for coverage, we think the use case should include at least large land, coastlines and remote island(s). A collection of grids put together in rectangular formation can cover the large continent. Using the structure, we can also encode coastlines by turning off grids that cover only the ocean, e.g., masking some grids. Finally, a remote island can be covered by a grid. A collection of remote islands can be covered by having a reference grid on one island and locations of other grids can be defined in relation to the reference grid. An example of collection of isldands which can be covered by several grids is Ogasawara islands in Japan. The aforementioned mask-based solution is described in R2-1907147.

	Qualcomm
	With a (flexible) grid size parameter, a parameter for number of grid rows in latitude and columns in longitude, any desired area could be defined (even an irregularly spaced grid (if needed) by defining some grid points as “invalid” (e.g. via RLE encoding)). 

	ESA
	We believe that all companies acknowledged the value of having a flexible grid definition that allows different grid size and resolution. We think both options discussed are compliant with this requirement.

	Huawei, HiSilicon
	We also think flexible definitions can be beneifitial and each PLMN and network service provide can adjust the definition based on their location service. 

	ITRI
	We tend to agree with u-blox, the flexibility is needed to cover a wide range of application with different model for segmenting sizes.

	Ericsson
	We agree with u-blox on providing a sufficient flexibility to encode a wide range of grid array sizes and segmentations in LPP to support a aide range of use-cases.

	
	

	
	


2.2.5 Is it important to be able to encode existing grids?

Several commercial SSR services are already available from a number of different correction service providers. The QZSS CLAS service [2] (basis for this Work Item) is an openly published free-to-air service. Most of these services use a gridded model for providing atmospheric correction residuals, but different geographic regions and different services use different grid definitions.
One approach that may be adopted by the network operator is to use the correction service provider’s grid with little or no change to it. Alternatively the network operator may choose to use a grid definition optimised for the deployment of the network to minimize broadcast overheads and potentially provide a more optimal mapping based on locations of NodeB’s. 

In some cases it may be desireable to provide the same grid layout for the LPP broadcast corrections as used on a satellite-based broadcast correction service for the same region. 
Question 5: How important is it to adopt a grid definition format that has sufficient flexibility to encode already existing grid definitions used in current commercial and satellite broadcast correction services? Is there value in having the same grid definition used by different correction services?
	Company
	Comments

	u-blox AG
	We see value in having the same correction service broadcast over different distribution networks, such as terrestrial (cellular) and satellite. Therefore we see value in being able to use the same grid definition in LPP as in other existing services such as QZSS CLAS. Therefore, as a baseline requirement the grid definition in LPP should be able to encode the identical grid points and regions used in CLAS

	Swift Navigation
	This is not a hard requirement. We do see value in having a representation that is flexible enough to support existing representations (e.g. CLAS in this case) in conjunction with these formats. Support for this requirement in our opinion however should not take precedence over ensuring the flexibility summarized in previous questions is provided, to ensure the SSR grids can be efficiently scaled across much larger geographic regions than CLAS alone, such as the EU and US.

	Mitsubishi  Electric
	We agree with u-blox. The distributed correction information should be the same between terrestrial and satellite paths. In addition, the scheme considered in 3GPP should be able to encode the grid definitions in existing services such as QZSS CLAS.

	Qualcomm
	The UE behaviour/user algorithm would not depend on the specific grid definition. I.e., the UE typically uses the grid points surrounding the user location and interpolates the correction data for the user location. The UE would use either the data provided from the PLMN, or some other external services (e.g., satellite). We do not see a use case where the e.g. PLMN provided data and other external service data (e.g. satellite data) should be mixed. Therefore, there seems to be no need to encode exactly already existing grid definitions (e.g., QZSS points).

	ESA
	See our answer at question 3. At the end of the day what UE needs is corrections for 3 or 4 points in its vicinity. We also belive that a flexible grid definition could allow alignment to same grid configurations used in e.g.s satellite broadcast but we don´t think 3GPP work should be linked to what other corrections standards have implemented. 
Our understanding is that one of the main reason companies voted against the “transparent RTCM container” approach in Release 15 was to give 3GPP the possibility to introduce features at its own pace and with its own ideas (inspired by what is done in other standardisation fora though).

	Nokia
	Agree with Qualcomm and ESA comments above. The use of broadcast service provided by a cellular network should be for providing corrections assistance data that cater to the users of a cellular network and hence encoded correction data’s validity area should be simple and should be defined for terrestrial broadcast in cellular network coverage areas in mind.

	Ericcson
	Similar to our previous agreements on this topic, we believe in reusing the previous definitions in satellite networks as much as possible, therefore, reusing the grid definition such as the one in QZSS CLAS in LPP would be our choice.

	
	

	
	

	
	


2.2.6 Should there be a unique global identity for every grid point?
By necessity each grid “square” in a geographical region covered by a correction service can be uniquely identified. This allows the UE to connect the atmospheric corrections provided with their geographic area of validity and, where appropriate, neighbouring grid “squares”.
At present it is difficult for a UE to uniquely identify different correction services, but if it were able to, each grid “square” would have a globally unique identity. The way in which the UE (and service provider) establish these unique identities has not been formalized. There is presently no register for service providers, nor mechanism to allocate unique identities to each service provider. The same correction service provider may supply corrections to two different networks covering the same geographic area, but the UE (roaming) may not be able to determine that the corrections from both networks are the same (interchangeable) and may be the same as the corrections broadcast from an equivalent satellite correction service.
Question 6: Should there be a unique global identifier for every grid “square”? Should each different correction service, or service provider be uniquely identifiable? How should these identities be formed and managed?
	Company
	Comments

	u-blox AG
	We do not think that it is necessary to have a universal global identifier provided that it is clear and unambiguous which corrections apply in which grid “square”. However, when the same correction service is provided by two different distribution channels, such as terrestrial (cellular) and satellite it would be beneficial to link them, therefore a universal global identifier for individual grid “squares” and service providers may be helpful.

	Swift Navigation
	While a unique global identifier would be useful, we don’t see the implementation of such a system to be practical, nor the benefits to be of sufficient magnitude to justify the effort required. The key benefit in our view, would be to synchronize corrections streams across multiple different delivery mediums. We believe the synchronization of corrections across multiple streams is a problem that could be solved at the UE application level and does not necessarily require a global identifier.

	Mitsubishi Electric
	It will be ideal to have a universal global identifier for each grid, but overhead to assign such ID to each grid worldwide may be large. If possible, a unique ID can be generated under service ID or area ID. We would like to know other companies’ inputs on whether 3GPP can consider service ID or area ID in the specification.

	Qualcomm
	A unique global identifier for every grid “square” appears difficult to achieve in practice, and the potential benefit is unclear. 

The UE “service provider” is the operator of the PLMN, which is uniquely identifiable.  The “correction data service provider” is (currently) not visible to the UE and it is unclear why such information would be needed at the UE (i.e., how and from which source(s) a SMLC/LMF obtains the assistance data appears out of scope of a standard). 

	ESA
	Not necessary to have a universal global identifier for every grid square and we find this not practical. In the context of 3GPP, an UE is served by an MNO and there are already solutions to uniquely identify this i.e., the PLMN number.

	Nokia
	Agree with Qualcomm and ESA. We also see the MNO (cellular operator) that provides the cellular/terrestrial broadcast service as the provider of corrections assistance data (using the services from a correction service provider). To us the requirements described in section 2.2.6 seems too complex and don’t see the need for these.

	ITRI
	we think it is not necessary to have a global identifier.

	Ericsson
	We believe that the UE requires to receive the size of the grid and the reference point to the grid in which the correction data is relevant to, considering a global identity of the grid would be considered as yet another data to be sent to the UE, which may not be needed.

	
	

	
	


2.2.7 Should relevant grid definitions be broadcast or retrieved on demand?

The grid definition for a geographic region is essentially static; it changes seldom. In the case of the QZSS CLAS service it is predefined and implicit. 

In the case of a cellular UE it may freely move between different regions and therefore a means to obtain the grid definition for its current region or position is required. There are two methods by which the UE could obtain the grid definition:

· When required the UE could request the grid definition from the SMLC in the same way that A-GNSS assistance data is requested;

· The Network could broadcast the grid definition continuously so that any subscribing UE could immediately receive it when required.

When broadcast, the grid definition could be refreshed at the lowest acceptable rate. For example the entire grid definition could be spread over multiple SIB broadcasts, in which case the correction service grid definition might be built up by the UE over a time period of minutes to hours. This may cause initial service startup to be unacceptably slow. Alternatively each NodeB might broadcast only that segment of the grid definition immediately enclosing or surrounding the coverage area of the cell, since at that time the UE does not require any other gridded corrections.
Question 7: Which method is preferred for distribution of the grid definition: retrieve on demand, or broadcast? If broadcast, what is an acceptable service start-up time for the UE? Is it acceptable for every NodeB to broadcast the entire region’s grid definition?
	Company
	Comments

	u-blox AG
	We would be happy with an on-demand service similar to acquiring assistance data for A-GNSS, and think that this might be the most resource efficient solution.
We would also be happy with a broadcast solution on condition that the SIB updates are efficiently signalled so that the UE does not need to decode the grid definition message every time it is broadcast. In general terms we feel that continually broadcasting the static grid definition (changes extremely seldom) may not be an optimum use of network resources. 
A maximum total startup time for the positioning service to achieve high accuracy performance should be less than 1 minute under open sky conditions. This implies availability of the grid definition and corrections within about 30s maximum. (The time required to achieve a standard accuracy AGNSS fix is less than this.) Therefore if a broadcast solution is used there should be a maximum of 30s between message broadcasts.
The NB does not need to broadcast the grid definition for the entire region. Only those grid squares covering the cell are needed by the UE. If it does broadcast the entire region’s grid definition, then it should be possible for the UE to selectively receive and decode only the grid square(s) relevant to it.

	Swift Navigation
	An on-demand approach is preferable in order to optimize bandwidth and TTFF. A broadcast approach would need to have a period of maximum 30s in order to satisfy TTFF requirements and this seems like an inefficient use of bandwidth.

	Mitsubishi Electric
	If on-demand is possible, it should be used as one of the means for distribution of the grid definition since it is efficient. 
The broadcasting alternative should also be realizable. One of the concerns with the broadcasting based solutions is its requirement for the bandwidth. There are two soutions for the problem. One approach is to decrease frequency of distribution. Another approach is to increase the distribution time, i.e., periodically broadcast small partial information about the grid defition over a long time. At the end of broadcast the terminal can combine the fragmented pieces of the grid definition and combine them to obtain the entire definition.

	Qualcomm
	Both, point-to-point and broadcast should be supported and decided by deployment. A gNB may need to broadcast only the data valid around the gNB coverage area. Broadcast would generally be preferred to reduce network signaling and reduce load on network elements for a high density of recipient UEs in each cell. It also results in reduced latency in obtaining assistance data at a UE, allows obtaining the data in idle mode, and therefore, reduced UE signaling and power usage. 
The feasibility of a mixed broadcast and on demand approach would need to be evaluated for individual use case scenarios. E.g., it requires a dual-capability and subscription. But in general, this appears to be a deployment issue, not a standards issue.

	ESA
	Linked to the idea of providing residual corrections for a certain number of points in the vicinity of the UE (3 to 4) we tend to belive that on-demand retrieval is easier to handle from a practical point of view. Some companies believe this can work also in broadcast and we would like to understand better the operation concept given that broadcast is more appropriate in economy of scale applications.

	Nokia
	We agree with Qualcomm. Both broadcast and point-to-point signalling should be supported in-line what we already do for other A-GNSS assistance data and the usage choice should be left to implementation/deployment.

	Huawei, HiSilicon
	Both broadcast and unicast have already been defined in LPP spec and the change to support both for SSR will be easy

	ITRI
	We agree also to have on-demand service. Besides, it is important to highlight it is related to the application, some application may require a broadcast behavior such as V2X.

	Ericsson
	We believe that the standard should support both the on-demand and broadcast signalling of the grid definition. While in terms of broadcast, it makes sence that the radio node only sends the grid definition related to its own related cell coverage.

	
	


2.2.8 Should the grid definition be added to the correction message or be separate?

When the grid definition is broadcast, it could be added into the gridded correction message so that the two entities are directly linked in a single correction message. The drawback to this is that the grid definition is static data that is repeatedly broadcast and needs to be received and decoded by the UE whenever the atmospheric corrections change (frequently).
Alternatively the grid definition could be defined as a different message, the main advantage being that it only needs to be broadcast (or updated in the receiver) when it changes, rather than with every correction message.

Question 8: Which option is preferred: a separate grid definition message, or combining the grid definition with the correction broadcast?

	Company
	Comments

	u-blox AG
	We would prefer them to be separate. The grid definition changes extremely rarely.

	Swift Navigation
	We also would prefer them to be separate.

	Mitsubishi Electric
	We agree with u-blox that the definition does not change frequently. We also agree that it is efficient to separate two information. As explained in the previous reply, we feel that it is possible to send both correction and small amount of grid definition such that the terminal can collect and combine fragmented pieces of the grid defition at the end of the broadcast.

	Qualcomm
	The “grid data” and the “correction data” should be defined in separate IEs and separate posSIBs. A mechanism (or convention) for linking the data in different IEs would need to be defined. 

	ESA
	We agree with what is expressed above.

	Nokia
	We should wait for RAN2 to agree first on the concept of how validity area for broadcast correction assistance data is defined in 3GPP before looking in to details of the signalling.

	Huawei, HiSilicon
	Agree with the views from the above companies that the grid defintion message is static and once-for-all while correction message is dynamic. Hence should be put into different messages. 

	ITRI
	Separate grid definition message

	Ericsson
	We also believe that it is unnecessary to link the two information. As long as the UE has received the grid definition once it can uses the same information until it updates to a new definition based on the geographical movement or potneital change in the network grid definition.

	
	


2.2.9 How important is it to keep the amount of bandwidth required down?

In the preceeding discussions about the grid definition and various options and methods for distributing it the emphasis has been on functional requirements. However a constraining factor may be the amount of bandwidth consumed by the chosen grid definition and distribution model.
Question 9: How important is it to keep down the amount of bandwidth consumed by the correction service, in particular distribution of the grid definition? Is there an upper bound on how much bandwidth would be acceptable to allocate to this feature?

	Company
	Comments

	u-blox AG
	Narrow Band IoT applications are power sensitive and an effective way of keeping power requirements down is to minimize the amount of radio communications. We are, therefore, in favour of a bandwidth efficient solution for LPP.
Since grid definitions rarely change and do not need to be retrieved or refreshed very often by UEs, the amount of broadcast bandwidth committed to the service should be minimal. The most efficient use of resources may be achieved using an on-demand pull model in which the UE requests the grid definition information when and if needed.

	Swift Navigation
	We agree that bandwidth optimization is of key importance to this work and an on-demand model is the most efficient use of resources for requesting the grid definition when needed. There may be infrequent periods when a broadcast push is required from the network if the network changes the grid configuration.

	Mitsubishi Electric
	We agree with the idea to disucss the upper bound since operators may have different prereferences for the upper bound, Ideally, the upper bound should be decided by service providers. Thus, a mechanism that allows service providers to set the upper bound can be desirable.

	Qualcomm
	Efficient encoding of required data is always a desired goal and appears independent of the grid definition. 

	ESA
	We agree is important to keep down the amount of bandwidth (in general, not only for grid definition).

	Nokia
	In general, since the cellular control plane broadcast solution is being used for broadcast of corrections assistance data, bandwidth (point-to-point or broadcast signalling) is an important criterion. Should keep this in mind while trying to assess all the functional requirements specified in this discussion.

	Huawei, HiSilicon
	There is a clear tradeoff between bandwidth consumption and positioning accuracy for SSR grid definition. Given a certain level of accuracy for a certain grade of positioning service, reducing the size of message is always an important KPI. 

	ITRI
	This is depending on the use case. For example, Drone or IoT has power limitation to server higher bandwidth. While in V2X, there is no power consumption issue

	Ericsson
	Our understanding is that PPP-RTK is a service for more advanced UEs which require very accurate positioning estimation, therefore our suggestion would be to not reduce the resolution or ranges for the sake of bandwidth in order to provide high quality service demands. On the other hand, it is always important to use efficient reporting methods and avoid unnecessary broadcast data

	
	


2.2.10 How much functionality for grid selection resides in the SMLC?

The preceding discussions have assumed that the correction service is provided to the SMLC which is responsible for managing the distribution of the corrections using LPP via the NodeBs to the UEs. It is furthermore assumed that SMLC does not reprocess the corrections from the service provider other than to repackage, segment (if necessary) and encapsulate them into the appropriate LPP IEs. It also handles security in the mobile network and manages UE service subscriptions and access.

With respect to the gridded corrections, the SMLC may need to split the corrections into areas or parts broadcast to different segments of the network. For example the network operator may only cover part of the geographic region covered by the service provider, or they may need to take corrections from more than one service provider to cover their entire network area.
Question 10: Is the assumption that the SMLC only packages and encapsulates the correction data and does not reprocess it the common understanding of companies? Is there a need to offer sufficient flexibility in the grid definition that the SLMC could segment corrections from the service provider, or combine corrections from multiple service providers?
	Company
	Comments

	u-blox AG
	We would prefer the SMLC to only be a “manager” of the correction service. It may “translate” between different data formats and protocols by segmenting, fragmenting or concatenating corrections, but it should never fundamentally change the content of the correction messages.

	Swift Navigation
	We also prefer for the SMLC to not reprocess or otherwise fundamentally change the correction data. In addition, it would be dangerous to attempt to combine data from multiple service providers as the correction set would need to remain consistent. Translating between different data formats, protocols or fragmenting/concatenating provided messages would not constitute a reprocessing of the data. 

	Qualcomm
	SMLC implementation aspects appear out of scope of a standard. 

	ESA
	We think many options can be implemented and is choice of service provider.

	Nokia
	E-SMLC/LMF requirements for handling of corrections assistance data for PPP-RTK should be no different than how other corrections are currently handled in the LPP protocol. 

	Huawei, HiSilicon
	Agree with Qualcomm this is out of the scope for standardization. 

	ITRI
	We tend to agree with Swift, SMLC to not reprocess.

	Ericsson
	Agree with Nokia. We have though some segmentation scheme such as Octet or Psuedo defined in ESMLC.

	
	

	
	


2.2.11 Any other comments about the grid definition

Question 11: Is there anything else not covered in the preceding discussions that should be considered?
	Company
	Comments

	Mitsubishi Electric
	Methods to check inter-operability should be discussed. For example, a method to check if an operator can complete the exchange of grid information and positioning process with different manufactures of modems can be discussed.

	ESA
	With the introduction of a flexible grid in terms of size and resolution it would be wise to consider a future proof approach when discussing the atmospheric models: in the future, new mapping functions can be added to the GNSS-SSR-STEC Corrections and GNSS-SSR-Grided Correction therefore it is advised to take this into considerations e.g. increase the number of reserved bits (iono and tropo) allocated to cope with potential evolutions of the STEC and Gridded Correction Type.



	
	

	
	

	
	

	
	

	
	

	
	

	
	

	
	


3 Summary of input for SSR Grid definition
Eight companies have contributed to this email discussion with all questions apart from Question 11 attracting at least 6 responses.
3.1 Question by Question Summary

Question 1: What are the requirements for the smallest and largest sizes of a single grid “square”? What resolution is required for the size parameter?
Nine companies provided responses.

Regarding the smallest size of a grid “square”, not all companies offered a value but four companies felt that 0.1º (~5km at low latitudes) would be a suitable minimum and one company suggested  10km (~0.2º at low latitudes).

Regarding the largest size of a grid “square”, not all companies offered a value. One company suggested 5º in latitude (~550km) and up to 90º in longitude to give the flexibility to cater for high latitudes. One company suggested 5ºx5º (~500km) at latitudes below ±55º and 10ºx10º (~1000km “height”, width depends on latitude) for latitudes above ±55º. Two companies proposed a grid size measured in terms of km rather than degrees latitude and longitude; a maximum size of 500km was proposed.

Regarding resolution, four companies preferred 0.01º (~0.5km at lower latitudes), two companies preferred 0.1º (~5km at lower latitudes), and one company suggested being able to select between 1km (~0.02º at lower latitudes) and 10km (~0.2º at lower latitudes).

In terms of grid size the general concensus seems to be that around 50km is normal but sufficient flexibility should be included to support sizes from 5km to 500km.

However, there was not agreement about how to define the size. In particular lines of longitude converge towards the poles so a fixed width in degrees leads to grid “squares” that become narrower at higher latitudes. One company suggested dealing with the convergence issue by allowing a very large maximum size for the grid “width” parameter. Another company suggested differentiated maximum values depending on the latitude of the grid square. Two companies suggested defining the grid “square” in terms of surface distance (km). Another company suggested using a validity radius associated with each grid point.

Question 2: What is the smallest resolution in latitude and longitude required to define the reference point of a grid “square”? What is the preferred reference point for a grid “square”: Centre, North-West corner or some other point?

Eight companies provided responses.

Regarding resolution, most companies agreed that it should be the same as the grid “square” resolution (Question 1) and none disagreed with this principle. Three companies suggested 0.01º (~0.5km at low latitudes) as an explicit value and one suggested defining it in terms of distance with the resolution selectable as 1km or 10km.

Regarding the position of the reference point, four companies suggested the centre and three a corner, with one company suggesting NW or SW as preferred options. Most companies stated that they did not, however, have a strong preference as long as it was clear.

One company suggested aligning the grid points to the ITRF14 (International Terrestrial Reference Frame 2014) rather than WGS84. (Note for readers: WGS84 is periodically aligned to ITRF at the centimetre level of accuracy, so transformation between the two should be straight forward.)

Question 3: What are the largest and smallest geographic areas that might be encoded in an array of grids (specified as delta-latitude and delta-longitude)?

Eight companies provided responses.

Regarding the smallest area, five companies think that this is a single grid “square”, one company pointed out that the UE would usually interpolate between adjacent grid points, so a minimum of 3 or 4 would normally be used by the UE.

Regarding the largest area, two companies suggested that continental USA could be considered as representative; two companies linked the maximum size to the area covered by a PLMN (single LMF); and one company preferred a more modest maximum size of 5x5 or 10x10 grid “squares”.

One company pointed out that the UE should be able to decode and process only data from grid points relevant to it and within whose “validity area” it is located.

Question 4: Is there sufficient value in having efficient coding of both large and small arrays of grids and therefore supporting different models for segmenting the correction region and the way grids are encoded? How much flexibility is required in the grid definition? What are likely to be the important use cases for broadcasting corrections by NBs?
Eight companies provided responses.

Only one company supported the direct definition of an array of grid arrays. However, the responses from at least three companies implied that a larger geographic area might be covered using multiple independent arrays of grids rather than a single large array. Two companies explicitly suggested that within an array of grids it should be possible to “turn off” some of the grid “squares” (both previous Grid proposals [4] and [5] included this feature). All companies agreed that sufficient flexibility to cover a range of different geographical areas and service models is needed.

Question 5: How important is it to adopt a grid definition format that has sufficient flexibility to encode already existing grid definitions used in current commercial and satellite broadcast correction services? Is there value in having the same grid definition used by different correction services?
Seven companies provided responses.

Three companies supported compatibility between different correction distribution channels (e.g. terrestrial and satellite) which extended as far as using identical grid definitions. One company saw potential value in this but considered it less important than satisfying the other grid definition requirements. Three companies did not see a need to maintain compatibility of the grid definition across different correction services and distribution channels.

Three companies saw particular value in a grid definition approach optimised to cellular networks. One company proposed the use of a validity area parameter (related to Question 1 about grid size) associated with the service area and layout of the cellular network.

Question 6: Should there be a unique global identifier for every grid “square”? Should each different correction service, or service provider be uniquely identifiable? How should these identities be formed and managed?

Eight companies provided responses.

No companies were in favour of a unique global identity for grid “squares”, although three companies said that there may be some benefit but probably at a too high a cost in complexity.

Regarding identification of the correction service provider, three companies felt that this is the operator of the PLMN. 

Question 7: Which method is preferred for distribution of the grid definition: retrieve on demand, or broadcast? If broadcast, what is an acceptable service start-up time for the UE? Is it acceptable for every NodeB to broadcast the entire region’s grid definition?

Nine companies provided responses.

All companies support having the grid definition available as a point-to-point on-demand service. No companies are opposed to broadcasting the grid definition, although three companies expressed the view that careful consideration would be required in order to make it bandwidth efficient and able to satisfy start-up time requirements. Five companies stated that both should be supported.

Two companies suggested that the maximum interval between updates in a broadcast solution should be 30s. 

Question 8: Which option is preferred: a separate grid definition message, or combining the grid definition with the correction broadcast?

Nine companies provided responses.

Eight companies were in favour of separate IEs for grid data and correction data.

One company expressed the view that we should agree how to define the grids and “validity area” before looking at details of the signalling.

Question 9: How important is it to keep down the amount of bandwidth consumed by the correction service, in particular distribution of the grid definition? Is there an upper bound on how much bandwidth would be acceptable to allocate to this feature?

Nine companies provided responses.

All companies agreed that a bandwidth efficient solution was either important or desireable or should be “kept in mind”. One company pointed out that there could be a tradeoff between the bandwidth used and the accuracy of the correction service. One company proposed trying to agree an upper bound and mechanism for limiting the maximum bandwidth used by the correction service. One company suggested that a high quality positioning service was more important than bandwidth efficiency and therefore bandwidth should not be reduced if accuracy was degraded.
Question 10: Is the assumption that the SMLC only packages and encapsulates the correction data and does not reprocess it the common understanding of companies? Is there a need to offer sufficient flexibility in the grid definition that the SLMC could segment corrections from the service provider, or combine corrections from multiple service providers?

Eight companies provided responses.

Three companies considered this topic either out of scope or an implementation decision. Two companies expressed the view that handling should be no different from othe High Accuracy RTK services. Three companies expressed the view that the SMLC should not reprocess the correction data.

Question 11: Is there anything else not covered in the preceding discussions that should be considered?

Two companies provided responses.

One company raised the issue of interoperability between services providers and different UE manufacturers.

One company raised the question of “future proofing”, in particular with respect to atmospheric corrections, and recommends that additional bits (larger field sizes) are allowed in some fields in anticipation of future developments.

3.2 Overall Summary

The following points appear to be agreed, or majority agreed with other companies not expressing a strong view:

· The size of grid “squares” should be flexible with a range from 5km to 500km.

· Arrays of grid “squares” should be supported: the smallest array required is 1.

· Flexibility is required in defining an array of grids, in order to cater for different situations.

· The majority of companies felt that it was more important to use a grid definition optimized for the cellular network than to maintain compatibility with services on other distribution channels such as satellite.
· A global grid “square” identity is not needed.

· A majority of companies felt that the correction service provider would be identified as the PLMN operator and that separate identification of the correction service provider was not necessary.

· Both point-to-point (on demand) and broadcast of the grid definition should be supported. For the broadcast option the maximum interval of the broadcasts was proposed as 30s.

· The grid definition should be a separate IE from the atmospheric corrections, although one company felt that the decision could not be made until the grid definition and validity area has been agreed.

· Bandwidth efficiency ranged from being important to something that “should be taken into account”; no specific metrics or performance criterea were proposed. 

The following points need further discussion before agreement is reached:

· Alignment and resolution of grid squares: opinions ranged from 0.01º (~0.5km) to 0.2º (~10km). A slight preference for 0.01º may be preferred, although suggestions varied, many companies stated that their views were not strongly held.

· How to define grid ”squares”: using traditional latitude and longitude boundaries; ground based regions with sizes defined as distances; or as a point with an associated validity region. This was probably the issue with least agreement with several different suggested solutions being put forward. More discussion will be needed.
· Reference point of the grid “squares”: centre or corner (NW or SW). Views expressed were often stated as not strongly held. The solution may depend on resolving the previous issue of how to define grid “squares”.
· The largest size of an array of grids. Support for large geographic regions is required, and the ability to use multiple arrays of grids is agreed by most companies; one proposal for the maximum size of an array was made (5x5 or up to 10x10) and another suggestion that it should be “large”. This implies that a large region may need to be divided into many arrays of grids. Until the method for defining grid squares is agreed it may be difficult to make progress with this issue.
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