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1 Introduction

This TP is the outcome of email discussion [106#70] [NR/NTN] RACH capacity/procedures [1] to capture the issues and solutions for random access in NTN as well as the RACH capacity evaluation.
2 Text Proposal

--------------------------------------------------------- Start of TP ----------------------------------------------------------------------

4.2
Non-Terrestrial Networks reference scenarios

We shall consider in this document non-terrestrial networks providing access to user equipment in six reference scenarios including

· Circular orbiting and notional station keeping platforms.

· Highest RTD constraint

· Highest Doppler constraint

· A transparent and a regenerative payload

· One ISL case and one without ISL. Regenerative payload is mandatory in the case of inter-satellite links.

· Fixed or steerable beams resulting respectively in moving or fixed beam foot print on the ground
Six scenarios are considered as depicted in Table 4.2-1 and are detailed in Table 4.2-2.

Table 4.2-1: Reference scenarios

	
	Transparent satellite
	Regenerative satellite

	GEO based non-terrestrial access network
	Scenario A
	Scenario B

	LEO based non-terrestrial access network:

steerable beams
	Scenario C1
	Scenario D1

	LEO based non-terrestrial access network:

the beams move with the satellite
	Scenario C2
	Scenario D2


Table 4.2-2: Reference scenario parameters

	Scenarios
	GEO based non-terrestrial access network (Scenario A and B)
	LEO based non-terrestrial access network (Scenario C & D)

	Orbit type
	notional station keeping position fixed in terms of elevation/azimuth with respect to a given earth point 
	circular orbiting around the earth

	Altitude
	35,786 km
	600 km

1,200 km

	Spectrum (service link)
	<6 GHz (e.g. 2 GHz)

>6 GHz (e.g. DL 20 GHz, UL 30 GHz)

	Max channel bandwidth (service link)
	30 MHz for band < 6 GHz

400 MHz for band > 6 GHz

	Payload
	Scenario A : Transparent (including radio frequency function only)

Scenario B: regenerative (including all or part of RAN functions)
	Scenario C: Transparent (including radio frequency function only)

Scenario D: Regenerative (including all or part of RAN functions)

	Inter-Satellite link
	No
	Scenario C: No

Scenario D: Yes/No (Both cases are possible.)

	Earth-fixed beams
	Yes
	Scenario C1: Yes (steerable beams), see note 1

Scenario C2: No (the beams move with the satellite)

Scenario D 1: Yes (steerable beams), see note 1

Scenario D 2: No (the beams move with the satellite)

	Max beam foot print diameter at nadir
	500 km
	200 km

	Min Elevation angle for both sat-gateway and user equipment
	10° for service link and 10° for feeder link
	10° for service link and 10° for feeder link

	Max distance between satellite and user equipment at min elevation angle
	40,581 km
	1,932 km (600 km altitude)

3,131 km (1,200 km altitude)

	Max Round Trip Delay (propagation delay only)
	Scenario A: 541.46ms (service and feeder links)

Scenario B: 270.73ms (service link only)
	Scenario C: (transparent payload: service and feeder links)

· 25.77ms (600km)

· 41.77ms (1200km)

Scenario D: (regenerative payload: service link only)

· 12.89ms (600km)

· 20.89ms (1200km)

	Max differential delay within satellite coverage
	16ms
	4.44ms (600km)

6.44ms (1200km)

	Max differential delay within a beam
	1.6ms
	0.65ms (600km and 1200km)

	Max Doppler shift (earth fixed user equipment)
	0.93 ppm
	24 ppm (600km)

21ppm(1200km) 

	Max Doppler shift variation (earth fixed user equipment)
	0.000 045 ppm/s 
	0.27ppm/s (600km)

0.13ppm/s(1200km)

	User equipment motion on the earth
	1000 km/h (e.g. aircraft)
	500 km/h (e.g. high speed train)

Possibly 1000 km/h (e.g. aircraft)

	User equipment antenna types
	Omnidirectional antenna (linear polarisation), assuming 0dBi

Directive antenna (up to 60 cm equivalent aperture diameter in circular polarisation)

	User equipment Tx power
	Omnidirectional antenna: UE power class 3 with up to 200mW

Directive antenna: up to 4 W

	User equipment Noise figure
	Omnidirectional antenna: 7 dB

Directive antenna: 1.2 dB

	Service link
	3GPP defined New Radio

	Feeder link
	3GPP or non-3GPP defined Radio interface
	3GPP or non-3GPP defined Radio interface


NOTE 1:
Each satellite has the capability to steer beams towards fixed points on earth using beam-forming techniques. This is applicable for a period of time corresponding to the visibility time of the satellite

NOTE 2:
Max delay variation within a beam (earth fixed user equipment) is calculated based on Min Elevation angle for both gateway and user equipment

NOTE 3:
Max differential delay within a beam is calculated based on Max beam foot print diameter at nadir

NOTE 4:
Speed of light used for delay calculation is 299792458 m/s.

Partly omitted
7.1
Requirements and key issues 

7.1.1 
Delay

In order to reduce the standardization work, the table here below identifies the worst case NTN scenarios to be considered for the delay constraint.

Table 7.1-1: NTN scenarios versus delay constraints, Source [2]

	NTN scenarios
	A
	B
	C1
	C2
	D1
	D2

	
	GEO transparent payload
	GEO regenerative payload
	LEO transparent payload
	LEO regenerative payload

	Satellite altitude
	35 786 km
	600 km

	Relative speed of Satellite wrt earth
	negligible
	7.56 km per second

	Min elevation for both feeder and service links
	10° for service link and 10° for feeder link

	Typical Min / Max NTN beam foot print diameter at nadir (note 1) 
	100 km / 500 km
	50 km / 200 km

	Maximum Round Trip Delay on the radio interface between the gNB and the UE
	541.46ms (Worst case)
	270.73ms
	25.77ms
	12.89ms

	Minimum Round Trip Delay on the radio interface between the gNB and the UE
	477.48ms
	238.74ms
	8ms
	4ms

	Maximum Delay variation as seen by the UE

(note 2)
	Negligible
	Up to +/- 40 µs/sec (Worst case)
	Up to +/- 20 µs/sec

	

	
	

	Max rate of hand-over (FFS)
	
	
	
	
	
	

	NOTE 1: The beam foot print diameter are indicative. The diameter depends on the orbit, earth latitude, antenna design and radio resource management strategy in a given system.

NOTE 2: The delay variation measures how fast the round trip delay (function of UE-satellite-NTN gateway distance) varies over time when the satellite moves towards/away from the UE. It is expressed in µs/s and is negligible for GEO scenario

NOTE 3: The delay difference compares the delay (function of UE-satellite-NTN gateway distance) experienced by two different UEs served by the same beam at a given time

NOTE 4: Speed of light used for delay calculation is 299792458 m/s.


When several non-terrestrial network scenarios feature a maximum in terms of delay constraints, it is sufficient to study only one of these scenarios.

· NTN Scenario based on GEO with transparent payload for RTD and delay difference constraints

· NTN Scenario based on LEO with transparent payload and moving beams for the delay variation related constraint

As per the duplex mode:

· Down-prioritize TDD in this study item

· There is no TDD-specific timing requirements and solutions on layer 2 due to propagation delay.

7.2 User plane enhancements 

Editor’s note: The two principles, increasing the value range and applying a RTD compensation offset, and the joint usage of these two principles are used as a starting point for the discussion on how to adapt user plane timers, impacted by the large RTD of NTN, for NTN. Which principle is applied is examined for each timer separately. Further principles are not excluded
7.2.1 MAC

Editor’s note: RAN2 will study impacts and possible enhancements to the following MAC functions including DRX, HARQ, Random Access procedure

Editor’s note: Discussion on 2-step RACH will be postponed until the procedures are more stable

Editor’s note: Both options (enhancing HARQ and disabling HARQ) will be studied

7.2.1.1
Random Access

7.2.1.1.1

4-Step RACH Procedure

7.2.1.1.1.1 RACH capacity evaluation

The Physical random-access channel (PRACH) provides a slotted aloha type of access. The PRACH preamble collision probability between contending system access attempts on a PRACH radio resource can be calculated as:
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Where M equals the number of configured access opportunities per second, and [image: image3.png]


 is the random-access arrival rate per second.

The random access capacity can be calculated by looking at the random access opportunities and how many preambles that are configured for each random access opportunities. If we denote the maximum number of PRACH opportunities per second as [image: image5.png]


, which is given by the PRACH configuration, such as preamble format, PRACH configuration index as well as whether the spectrum is paired/unpaired and whether it is for FR1 or FR2, as shown in Table 6.3.3.2-2 to Table 6.3.3.2-4 in TS 38211. Furthermore the PRACH occasions may be FDMed by up to [image: image7.png]


 different location in frequency for the same PRACH occasion in time. Then the M as mentioned above is simply[image: image9.png]* Peonfigured * F



, where [image: image11.png]Peonfigured



 is the number of configured preambles available, where the maximum value is 64. 

The number of random access attempts supported per second is thus:

[image: image12.png]Ysupported = — In(1 — P(collision)) * M = —In(1 — P(collision)) * p * peonsigurea * F




The supported user densities is thus given by:

[image: image13.png]supported UE density = ———— —PE—
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As an example, for PRACH configuration 27 the slots that are available in an SFN are the slots 0, 1, 2, 3, 4, 5, 6, 7, 8, 9 giving 1000 PRACH opportunities per second. In the table below some more examples are given for FR1 paired:

	Freq range and config
	Preamble format
	PRACH Config Index
	PRACH opportunities per second ([image: image15.png]


)

	FR1 paired
	0
	0
	6,25

	FR1 paired
	0
	21
	200

	FR1 paired
	0
	27
	1000

	FR1 paired
	2
	41
	100


Given the collision rate being 0.01, the number of configured preambles for CBRA being 56, preamble format 0, PRACH config index 27, [image: image17.png]


 we get the following as an example:

	Coverage (km2)
	RACH per second per UE
	Supported UE density

	163 000 (hex with r=250km)
	1.157 * 10-5 (= 1 time per day per UE)
	~2390 UE/km2

	163 000 
	2.78 * 10-4 (= 1 time per hour per UE)
	~100 UE/km2

	163 000 
	0.0017 (= 1 time per 10 min per UE)
	~17 UE/km2

	26 000 (hex with r=100km)
	1.157 * 10-5 (= 1 time per day per UE)
	~14866 UE/km2

	26 000
	2.78 * 10-4 (= 1 time per hour per UE)
	~618 UE/km2

	26 000
	0.0017 (= 1 time per 10 min per UE)
	~101 UE/km2


As can be seen, if the use-cases of the UEs is such that many accesses to the cell is required, then the supported UE density will be relatively low.

7.2.1.1.1.2 4-step RACH enhancements for Non-Terrestrial Networks
Enhancement to preamble detection
Problem Statement

The large transmission delay in NTN results in differential delay experienced by two different UEs served by the same beam at a given time. As a result, the preambles sent by different UEs in the same RACH occasion may reach the network at different time. As shown in Figure 7.2.1.1.1.2-1, to make sure the network can receive preambles from all the UEs, the preamble receiving window should start from [RO timing + minimum one way delay*2] and end with [RO timing +maximum one way delay*2].
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Figure 7.2.1.1.1.2-1. Preamble receiving window in NTN
When a preamble is received, the network needs to know which RO the preamble is related to in order to estimate the accurate timing advance. If the RO periodicity is not long enough, as shown in Figure 7.2.1.1.1.2-2, the preamble receiving windows for two consecutive ROs maybe overlapped with each other, making it difficult for the network to link the received preamble to the corresponding RO.
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Figure 7.2.1.1.1.2-2. Ambiguity on preamble reception at the network side
Possible Solution

(1) Proper PRACH configuration in the time domain. The interval between two consecutive RO should be larger than the maximum delay difference within the cell.

(2) Preamble division. Preambles should be divided in groups and mapped to different RO, such that ROs with separation less than maximum delay difference are always assigned with different preambles.

Frequency hopping can also be studied, e.g., network use frequency hopping of preambles to identify the RO based on the specific frequency band in which the preamble is received.

FFS on solutions related to 2-step RACH, e.g. indication in MsgA of 2 step RACH. For the case when 2-step RACH is used, assistance information, e.g., SFN index can be included in MsgA to help network link the received preamble to the corresponding RO. Solutions related to 2-step RACH can be studied when the 2-step RACH procedures are more stable.
Based on the NR Rel-15 specification, the ambiguity of preamble reception can only be avoided by solution (1), in which case network configures the time interval between two consecutive RO as a larger value than the maximum delay difference*2 within the cell, which is 3.2ms considering the worst case in GEO (assuming there is only one beam within the cell). Referring to Table 6.3.3.2-2 to Table 6.3.3.2-4 in TS 38.211, only limited PRACH configuration can meet the requirement on RO interval at time domain, which will impact the RACH density to be supported in time domain. Some feasible examples for the PRACH configuration are listed as follows:
	Freq range and config
	Preamble format
	PRACH Config Index
	PRACH opportunities per second ([image: image21.png]


)

	FR1 paired
	0
	19
	200

	FR1 paired
	0
	20
	200

	FR1 paired
	0
	21
	200


Given the collision rate being 0.01, the number of configured preambles for CBRA being 56, preamble format 0, PRACH config index 21, [image: image23.png]


 we get the following as an example:

	Coverage (km2)
	RACH per second per UE
	Supported UE density

	163 000 (hex with r=250km)
	1.157 * 10-5 (= 1 time per day per UE)
	~478 UE/km2

	163 000 
	2.78 * 10-4 (= 1 time per hour per UE)
	~20 UE/km2

	163 000 
	0.0017 (= 1 time per 10 min per UE)
	~3 UE/km2


For LEO, the time interval between two consecutive RO is larger than the maximum delay difference*2 within the cell, which is 1.3ms considering the worst case in LEO (assuming there is only one beam within the cell). Referring to Table 6.3.3.2-2 to Table 6.3.3.2-4 in TS 38.211, only limited PRACH configuration can meet the requirement on RO interval at time domain, which will impact the RACH density to be supported in time domain. Some feasible examples for the PRACH configuration are listed as follows:
	Freq range and config
	Preamble format
	PRACH Config Index
	PRACH opportunities per second ([image: image25.png]


)

	FR1 paired
	0
	25
	500

	FR1 paired
	0
	26
	500


Given the collision rate being 0.01, the number of configured preambles for CBRA being 56, preamble format 0, PRACH config index 25, [image: image27.png]


 we get the following as an example:

	Coverage (km2)
	RACH per second per UE
	Supported UE density

	26 000 (hex with r=100km)
	1.157 * 10-5 (= 1 time per day per UE)
	~7433 UE/km2

	26 000 
	2.78 * 10-4 (= 1 time per hour per UE)
	~309 UE/km2

	26 000 
	0.0017 (= 1 time per 10 min per UE)
	~51 UE/km2


Based on the table above, it can be observed that the solution to avoid preamble reception ambiguity by configuring the time interval between two consecutive RO as a larger value than the maximum delay difference within the cell will decrease the RACH capacity.

In NR Rel-15, the Random Access Channel(s) (RACH) capacity is usually evaluated per cell level. In NTN, a satellite cell may be covered by one or more beams and the maximum differential delay within a cell is closely related to the number of beams. To simplify the analysis, the impact on RACH capacity by adopting solution (1) has been analysed with the assumption that a satellite cell is covered by only one beam, in which case the maximum differential delay within a cell equals the maximum differential delay within a beam. FFS on the maximum differential delay and the impact on RACH capacity by adopting solution (1) for the multi-beam scenario in which a satellite cell is covered by more than one beam.
Enhancement to random access response window
Problem Statement

After transmitting the Random Access Preamble (Msg1), the UE monitors the PDCCH for the Random Access Response (RAR) message (Msg2). The response window (ra-ResponseWindow) starts at a determined time interval after the preamble transmission. If no valid response is received during the ra-ResponseWindow, a new preamble is sent. If more than a certain number of preambles have been sent, a random access problem will be indicated to upper layers. [TS 38.321] 

In terrestrial communications, the RAR is expected to be received by the UE within a few milliseconds after having sent the preamble. In NTN the propagation delay is much larger and therefore, the RAR cannot be reached at the UE within the specified time interval. Therefore, the behavior of ra-ResponseWindow should be modified to support NTN.

Possible Solution

Introduce an offset for the start of the ra-ResponseWindow for NTN. The offset shall be configurable to accommodate different scenarios.


In addition to delaying the start of ra-ResponseWindow, it is worth considering whether a extension of ra-ResponseWindow is necessary to support NTN. In NR Rel-15, the RAR window is configured per cell for initial access. To simplify the analysis, the random access window extension issue in this section have been analyzed with the assumption that a satellite cell is covered by only one beam, in which case the maximum differential delay within a cell equals the maximum differential delay within a beam. FFS on the maximum differential delay and the random access window extension issue for the multi-beam scenario in which a satellite cell is covered by more than one beam.

In NTN the propagation delay is much larger and therefore, the RAR cannot be reached at the UE within the time interval, of ra-ResponseWindow, having values specific to terrestrial networks.

For UE with UE location information, if the exact round trip delay can be estimated as an offset to delay the ra-ResponseWindow, there appears to be no need for extending the ra-ResponseWindow. FFS the offset is configured by network or derived by UE based on the estimated round trip delay.

For UE without UE location information, the exact round trip delay cannot be estimated to help decide an accurate offset to delay the start of the RAR window. 

Figure 7.2.1.1.1.2-3 illustrates a worst case in which a UE with minimum one way transmission delay and a UE with maximum one way transmission delay (e.g. locates at cell edge) initiate random access using the same time-frequency resource. 
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Figure 7.2.1.1.1.2-3. RAR window in NTN
Assuming the configured offset to delay the start of the RAR window equals to 2* minimum delay and neglecting the process delay between reception of preamble and transmission of RA Response at gNB side, it can be observed that the RAR monitoring duration shall cover at least 2*maximum differential delay. Otherwise RAR for UE will fall out of RAR window. The maximum differential delay is defined as maximum one way delay minus minimum one way delay. Furthermore, time flexibility is required for the NW to schedule the RARs which means several milliseconds should be added on top of the 2*maximum differential delay.
Note that the maximum differential delay within one beam-footprint is 1.6ms for GEO-NTN and 0.65ms for LEO-NTN but the RAR window is configured per cell level for initial access. For UE without UE location information, if the 2*maximum differential delay within a cell is larger than 10ms, RAR window should be extended, otherwise there is no need to extend the RAR Window in NTN.
Enhancement to contention resolution timer
Problem Statement

When the UE sends an RRC Connection Request (Msg3), it will monitor for Msg4 in order to resolve a possible random-access contention. The ra-ContentionResolutionTimer starts after Msg3 transmission. The maximum configurable value of ra-ContentionResolutionTimer is large enough to cover the RTD in NTN. However, to save UE power, the behavior of ra-ContentionResolutionTimer should be modified to support NTN.

Possible Solution

Introduce an offset for the start of the ra-ContentionResolutionTimer for NTN.
Enhancement to timing advance

Problem Statement

Timing Advance (TA) is used to adjust the uplink frame timing relative to the downlink frame timing. As shown in Figure 7.2.1.1.1.2-4 (b), the DL and UL timing is aligned at gNB with timing advance. The timing advance is twice the value of the propagation delay. Different UEs usually have different timing advance.
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Figure 7.2.1.1.1.2-4. Timing alignment at gNB side
The timing advance is derived from the UL received timing and sent by the gNB to the UE. UE uses the timing advance to advance/delay its timings of transmissions to the gNB so as to compensate for propagation delay and thus time align the transmissions from different UEs with the receiver window of the gNB. There are two possible ways for gNB to provide timing advance to UE:

(1)Initial timing advance during random access procedure: gNB derives the timing advance by measuring the received random access preamble and sends the value to UE via the Timing Advance Command field in MAC RAR [TS 38.321].
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Figure 7.2.1.1.1.2-5. MAC RAR

In NR, Uplink frame number for transmission from the UE shall start 
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[image: image32.emf]Downlink frame i

Uplink frame i


Figure 7.2.1.1.1.2-6. Uplink-downlink timing relation
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 is defined in [TS 38.211] and is relative to the SCS of the first uplink transmission from the UE after the reception of the random access response.
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The maximum timing advance in NR which can be compensated during initial access is calculated in the following Table 7.2.1.1.1.2-1:

Table 7.2.1.1.1.2-1. Maximum timing advance compensated during initial access for different SCS
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(2)Timing advance refinement in RRC_CONNECTED: gNB derives the timing advance by measuring the UL transmission and refines the timing advance via the Timing Advance Command MAC CE.
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Figure 7.2.1.1.1.2-7. Timing Advance Command MAC CE

The timing advance command, 
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The maximum timing advance which can be adjusted via Timing Advance Command is calculated in the following Table 7.2.1.1.1.2-2:

Table 7.2.1.1.1.2-2. Maximum timing advance adjusted via Timing Advance Command
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 EMBED Equation.3  [image: image56.wmf]m


	SCS = 
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As mentioned above, the timing advance is twice the propagation delay. In NTN, the maximum round trip delay is 541.46ms for GEO and 25.77ms for LEO. The timing advance in NR as calculated in Table 7.2.1.1.1.2-1 and Table 7.2.1.1.1.2-2 is far from sufficient. Solutions for both UE with and without GNSS-capabilities should be considered.

Possible Solutions

As shown in Figure 7.2.1.1.1.2-8, the value of common TA is determined by d0 for regenerative payload and d0+d0_F for bent-pipe payload while the value of UE specific TA is determined by d1-d0. 
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Figure 7.2.1.1.1.2-8. Common TA and UE specific TA calculation

For UE without UE location information, broadcasting a common TA for NTN or extending the value range of the existing TA offset broadcast in system information is the baseline for initial timing advance during random access procedure in NTN. FFS on compensating the common TA at network side by implementation. The UE specific TA is compensated via Timing Advance Command field in random access response.

For UE with UE location information, FFS if and how the UE can estimate and apply the initial timing advance, including the information that will be required by the UE, e.g., dynamic information of each satellite beam/cells time distribution, or the beam distance to cell/coverage nadir centre in case of multi-beam/cell scenario.

7.2.1.1.2

2-Step RACH Procedure

Editor’s note: 2-step RACH in general can be beneficial for NTN and can be studied after the Rel-16 WI on 2-step RACH has progressed

-------------------------------------------------------------- End of TP -------------------------------------------------------------------

3 References 

[1] R2-19xxxxx, “Report of [106#70] [NRNTN] RACH capacity and procedures”, (ZTE, Sanechips)
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