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Introduction
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]Routing is one of the important functions in the BAP protocol for IAB. There were good progresses regarding this topic in the previous meetings, as summarized in Appendix of this contribution. 
In the following we further discuss on the topic and provide our views regarding the open issues on IAB routing. 
Discussion
[bookmark: OLE_LINK13][bookmark: OLE_LINK12]Remaining design aspects on BAP routing ID
From the previous agreements, the BAP routing ID consists of BAP address and BAP path ID.It is also agreed that each BAP address defines a unique destination (unique for IAB network of one Donor, either an IAB access node, or the IAB donor).
On BAP path ID
In the previous meeting there is one FFS point regarding the path ID, i.e.,
· Encoding of the path ID in the header is FFS.
We provide some analysis in the following. 
The following was agreed in RAN2 #105bis meeting
· Routing delivers a packet to a destination node by selecting a next backhaul link among given multiple backhaul links at an IAB node and an IAB donor node as a baseline.
· “Destination IAB node/IAB donor-DU address” and/or “Specific path identifier” is unique within an IAB donor-CU.
Now that it has been agreed each BAP address defines a unique destination, it needs further confirmation whether the path ID is unique or not. The following are some observations. 
· A local path ID hardly makes any sense as a path may split to multiple in a later hop or vice versa. 
· A universal path ID corresponds to a determined path between the source node and the destination node.
· One path might have multiple access IAB nodes along it, as the access IAB-node is from UE’s point of view. 
Without loss of generality, we take downstream as an example. One path may have several intimidate IAB nodes {N1, N2, N3, …, Nk}, where node N2 and Nk serves as access IAB-nodes. In this case, there may be a path with path ID P1 going from the Donor CU to IAB node Nk, which passes through node N2. In this case
· {N2, P1} corresponds to a downstream path that terminates at IAB node N2, with path ID P1, and
· {Nk, P1} corresponds to a downstream path that terminates at IAB node Nk, with path ID P1.
These two paths share the same path ID, but have different destination IDs (i.e., BAP address). In this sense the path ID shall correspond to the Donor CU and the farthest access IAB-node (i.e., Nk in the above example). Strictly speaking, the path ID is unique among all the partially overlapped backhaul paths within an IAB donor-CU. This is more efficient than an universal path ID under a Donor CU, as for example if there are 10 child IAB-node to Donor each of which leads to non-overlapped paths, they can share the same path ID sets instead of having a unified set of 10 time size. 
Proposal 1: The path ID is unique among all the partially overlapped backhaul paths within an IAB donor-CU.
With the above discussions, it becomes clear that encoding of the path ID requires a bit-width that addresses maximum possible number of BAP paths between any potential IAB Donor and access IAB node. The exact number is a matter of system design and can be determined based on further discussions in RAN2. 
Proposal 2: The bit-width of path ID in the BAP header needs to address maximum possible number of BAP paths between any potential IAB Donor and access IAB node.

On entry in the routing table
It was agreed that 
· Each BAP routing id has only one entry in the routing table.
Therefore an intermediate IAB-node uses 
BAP routing id = {BAP address, BAP path ID}
to determine an entry in the configured routing table. One routing table entry defines
· previous hop IAB-node ID along the path, and
· next hop IAB-node ID along the path.
These are used not only for routing, but also for bear mapping and potentially other functions. For example, the IAB entity needs to know the previous hop IAB-node ID so that it could determine which mapping to use between the ingress RLC channel and the egress RLC channel. This issue was also pointed out during the email discussion on bear mapping. 
Note that one entry in the routing table at the intermediate IAB-node does not need to define all the intermediate IAB-nodes along the path, as such information is useless at the intermediate IAB-node. 
Proposal 3: Each entry in the configured routing table defines the previous hop IAB-node ID and the next hop IAB-node ID along the backhaul path.
Generally, it seems beneficial and flexible to configure separate path IDs and routing tables for downstream and upstream at an IAB-node. 
Proposal 4: Path IDs and routing table are configured separately for downstream and upstream at an IAB-node.
On local path selection
Another FFS point is on local path selection
· For load balancing still FFS what is decided locally and/or decided by the Donor.
The Donor CU may configure multiple paths between itself and an access IAB node. At an intermediate IAB node, routing is normally based on the BAP path ID in the BAP header. There is an initial BAP path ID set by the BAP entity of the access IAB-node (upstream) or Donor IAB-node (downstream). In our view, such initial path ID is determined by Donor CU during bear establishment and configured to Donor DU and access IAB node via BAP configuration procedure. This is related more to bear mapping configuration, for which we have the following observation. 
Observation 1: Donor CU configures for each radio bear (upstream or downstream) the initial path ID that will be included in BAP header. 
In case of RLF, an intermediate IAB node needs to switch to another path than the initial path. This is done locally for the sake of efficiency, but it is control by Donor CU in the sense that all possible paths towards the destination are configured by Donor CU. Once the path is changed, the IAB node updates the BAP path ID in the BAP header.
The following was agreed
· The routing table can hold other information, e.g. priority level for entries with same BAP address, to support local selection. Configuration of this information is optional.
In our view even if there is some priority level list configured by Donor CU, the exact path selection, in case the initial path is not working well, is based on IAB-node implementation. And, it seems the path switching procedure is similar regardless whether it is due to RLF and other reasons, as it is based on network implementation when to trigger such switching.  
Proposal 5: Local path switching is up to IAB-node implementation, as long as all possible paths towards the destination are configured by Donor CU.
Proposal 6: The priority level of entries (paths), if configured by Donor CU, is a recommendation to the intermediate IAB-node. 
Conclusion
In this contribution we discuss on open issues of BAP routing for IAB. We have the following proposals. 
On BAP path ID
Proposal 1: The path ID is unique among all the partially overlapped backhaul paths within an IAB donor-CU.
Proposal 2: The bit-width of path ID in the BAP header needs to address maximum possible number of BAP paths between any potential IAB Donor and access IAB node.

On BAP routing table
Proposal 3: Each entry in the configured routing table defines the previous hop IAB-node ID and the next hop IAB-node ID along the backhaul path.
Proposal 4: Path IDs and routing table are configured separately for downstream and upstream at an IAB-node.

On Local path switching/selection
Observation 1 Donor CU configures for each radio bear (upstream or downstream) the initial path ID that will be included in BAP header. 
Proposal 5: Local path switching is up to IAB-node implementation, as long as all possible paths towards the destination are configured by Donor CU.
[bookmark: _GoBack]Proposal 6: The priority level of entries (paths), if configured by Donor CU, is a recommendation to the intermediate IAB-node. 
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Appendix Previous agreements on routing 

Agreements in RAN2#105 
	· RAN2 assumes that IAB-donor CU configures the adaptation layer.
· RAN2 assumes that routing is a function of the adaptation layer. 




Agreements in RAN2#105bis
	· Routing delivers a packet to a destination node by selecting a next backhaul link among given multiple backhaul links at an IAB node and an IAB donor node as a baseline.
· “Destination IAB node/IAB donor-DU address” and “Specific path identifier” (carried in the BAP) are considered as candidate for route identifier for routing at an adaptation layer. Additional required information for routing is FFS
· “Destination IAB node/IAB donor-DU address” and/or “Specific path identifier” is unique within an IAB donor-CU. 
· FFS what ID is used to identify the egress link (next hop link) in routing table. C-RNTI alone will not be used for this purpose. 
· Load balancing by routing by Donor CU shall be possible
· Local selection of path/route is done at link failure, other cases FFS





Agreements in RAN2#106
	The BAP routing id (carried in the BAP header) consists of BAP address and BAP path ID. Encoding of the path ID in the header is FFS.
Each BAP address defines a unique destination (unique for IAB network of one Donor , either an IAB access node, or the IAB donor)
Each BAP address can have one or multiple entries in the routing table to enable local route selection. Multiple entries is for load balancing, re-routing at RLF. For load balancing still FFS what is decided locally and/or decided by the Donor.
Each BAP routing id has only one entry in the routing table.
The routing table can hold other information, e.g. priority level for entries with same BAP address, to support local selection. Configuration of this information is optional.
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