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Introduction
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]In RAN2#105bis meeting, RAN2 discussed several issues related to supporting multiple active SPS and CGs for TSN traffic, and the following agreements were reached:
	R2 assumes that the maximum number of active SPS configurations for a given BWP of a serving cell in the specification is 8 or 16 (FFS).
R2 assumes that activation/deactivation is done by DCI. 
RAN1 should address activation/deactivation DCIs related with configured grant Type 2 and SPS in the case of multiple configurations
When multiple UL CG or DL SPS configurations is configured, an offset for each configuration is needed for the calculation of the HARQ process ID



In RAN1#97 meeting, the UL configured grant issue was further discussed and RAN1 reached the following agreements:
	Agreements:
· For the maximum number of UL CG configurations per BWP of a serving cell:
· 12
Agreements:
· Regarding Q1 in the LS in R1-1905940:
· Although RAN1 has not completely analysed the potential impact of supporting up to 16 SPS configurations for a given BWP of a serving cell, RAN1 has the understanding that 8 SPS configurations for a given BWP of a serving cell is sufficient in Rel-16


In this contribution, we will further discuss the remaining open issues for multiple active SPSs/CGs:
· Issue 1: How to configure the multiple SPSs and CGs?
· Issue 2: How to calculate the HARQ process ID?
· Issue 3: How to design the CG confirmation MAC CE?
· Issue 4: What is the impact of introducing multiple CGs on LCP?
Based on the analysis, our preferences are given. 
Discussion
Multiple SPSs/CGs configurations
According to [1], RAN1 defined two use cases for multiple CGs, listed below:
· [bookmark: OLE_LINK9][bookmark: OLE_LINK10]Use case 1: Multiple CG configurations are for different service/traffic types;
· Use case 2: Multiple CG configurations are used for enhancing reliability and latency.
For use case 1, it is similar to the LTE multiple UL SPS, i.e. different SPS/CG configurations aim at addressing different logical channels. Hence for use case 1, the multiple SPS/CG configurations can follow the LTE multiple UL SPS configurations. In other words, one SPS/CG index should be introduced for each SPS/CG configuration, and the SPS/CG related configuration, e.g., periodicity, number of HARQ processes, HARQ process ID offset and so on, can be linked to the SPS/CG index. This is illustrated in following Figure 1:



[bookmark: _Ref7079893]Figure 1: Example of multiple CGs for different TSC traffics

[bookmark: _Ref7013198][bookmark: _Toc16779594]Proposal 1: CG index should be introduced to identify the multiple CGs for different TSC traffic patterns.
For use case 2, the multiple SPS/CG configurations aim at addressing only one periodic and low latency traffic, which data burst arrival times are known but may experience some jitter. In TSN networks, this is typically the case e.g. a flow scheduled within a specific time slot of an IEEE802.1Qbv recurring cycle. As a result, such traffic cannot be safely supported by only one SPS/CG allocation but requires multiple consecutive identical configured grant allocations (see Figure 2). Since such staggered SPS/CG configurations come in support of only one logical channel, they should share the same configuration parameters, such as the periodicity, the HARQ process ID offset, etc. Hence there is no need to treat them as separate SPS/CG configurations. As suggested in [4], the best way is to gather them into one SPS/CG group. We can further discuss how to represent this group when configuring the staggered SPSs/CGs. From the RRC signaling overhead perspective, the simplest way is to link them with the same CG index and a common time offset for the group (tied to the 1st SPS/CG occurrence) and a 2nd time offset defining the relative spacing of the consecutive SPS/CG allocations. This is illustrated in Figure 2 where we group three sub-sets of CGs (represented by the green, the yellow and the blue) into one CG group using the same CG index (CG config#0).



[bookmark: _Ref7079939]Figure 2: Example of multiple CGs for enhancing reliability and/or reducing latency

[bookmark: _Ref7013204][bookmark: OLE_LINK35][bookmark: OLE_LINK36][bookmark: _Toc16779595]Proposal 2:  The multiple SPS/CGs used for addressing the arrival time jitter of a low-latency traffic flow can be gathered into one group sharing the same SPS/CG configuration index.

According to RAN1 agreements, the maximum number of CG configurations for a given BWP of a serving cell is 12, and the maximum number of SPS configurations for a given BWP of a serving cell is 8. Hence, regarding the multiple SPS/CGs configurations, another issue which needs to be discussed is how to assign the SPS/CG configuration index in case of CA. There are two possible options:
· Option 1: Joint indexing. 
It means the SPS/CG configuration index is assigned based on UE, and the SPS/CG configuration index is unique in one UE.
· Option 2: Separate indexing.
It means the SPS/CG configuration index is assigned based on each BWP, and the active BWPs of different serving cells can share the same SPS/CG configuration index.
For option 1, it needs further discussion on how to define the maximum number of SPS/CG configurations supported by one UE.
For option 2, the current agreements on the maximum number of SPS/CG configurations are enough. According to [6], the current SPS/CG is configured based on each BWP of each serving cell. Hence, if multiple SPS/CG configurations are introduced, the most direct way is to introduce separate SPS/CG configuration index for each BWP as indicated in option 2. It is also future-proof considering multiple active BWPs of one serving cell may be introduced in future releases. Even if more than one active BWP are introduced for one serving cell, there is no need to change the SPS/CG configuration.
Compared with the above two options, option 2 is more attractive from the perspectives of specification effort and further extension.
[bookmark: _Ref7191953][bookmark: _Toc16779596]Proposal 3:  SPS/CG configuration index is assigned based on each BWP and different BWPs can share the same SPS/CG configuration index.
HARQ Process ID calculation
In RAN2#105bis meeting, it was agreed that when multiple UL CG or DL SPS configurations are configured, an offset is needed for the calculation of the HARQ process ID [5]. In this section, we discuss different alternatives addressing the offset issue.
· Alternative 1: Offset is signaled by RRC
In this alternative, the RRC explicitly configures the offsets of different SPS/CG configurations. For example, for CG configuration i, the HARQ process ID offset is offseti. When HARQ process ID calculation is performed, offseti will be directly used in the equation.
· Alternative 2: Offset is calculated based on the number of HARQ processes configured for each SPS/CG configuration.
In this alternative, the offset is implicitly derived based on the SPS/CG configuration index and the number of HARQ processes of each SPS/CG configuration. The offseti is calculated according to the equation below,
	(1)
where, HarqNumj is the number of HARQ processes of SPS/CG configuration j, and i is the configuration index which is discussed in section 2.1. Based on equation (1), the HARQ process IDs of each serving cell will be grouped in term of SPS/CG configuration without HARQ ID collision. The entire procedure is illustrated in Figure 3.


Figure 3: One example for HARQ process ID calculated based on HARQ Process Number
Compared with alternative 1, one improvement of alternative 2 is that there is no need for RRC configuration of the parameter offset. Furthermore, if the index of the SPS/CG configuration changes, it is not necessary to reconfigure the offset value. Hence, alternative 2 is preferred.
[bookmark: _Toc16779597]Proposal 4:  The offset used for HARQ process ID calculation of SPS/CG configuration index i should be equal to the total number of HARQ processes used by the SPS/CG configurations with indexes lower than i. 
CG confirmation MAC CE
In Rel-15 NR Uu interface, Type 1 and Type 2 CGs are configured by RRC per serving Cell and per BWP. Multiple CGs can be active simultaneously only on different serving Cells. It means there is at most one type 2 CG on one BWP. The CG confirmation MAC CE can be sent on the corresponding BWP, hence zero-bit payload CG confirmation MAC CE is used in Rel-15, which is shown in the following Figure 4:



CG confirmation MAC CE subheader
Figure 4: Rel-15 zero-bit payload CG confirmation MAC CE

For Rel-16 IIOT, multiple active CGs are supported in one BWP, and their corresponding CG resources may be overlapped in time domain. It is proposed in [3] to address this by keeping the legacy zero-bit payload CG confirmation MAC CE, but restricting its transmission to only occur in a PUSCH resource associated to the CG the confirmation relates to. However, this approach has some drawbacks, listed below:
· On one BWP, in case of the CG used for transmitting the CG confirmation MAC CE collides with a dynamic grant and the dynamic grant is prioritized, UE cannot send the CG confirmation MAC CE. It will delay the CG confirmation.
· On one BWP, in case of the CG collides with another CG, and they are both used for transmitting their own CG confirmation MAC CE, UE can only send one of them and the other will be delayed.
· On one BWP, it is possible that only the CG confirmation MAC CE needs to be sent on the CG resource, no data matching this CG being available. But it may overlap with another grant (either dynamic or configured) which has matching data to be sent. Considering the CG confirmation MAC CE has higher priority than the data, the prioritization rule may favor this CG, and the data in the other grant will be delayed. Without the resource mapping restriction for the CG confirmation MAC CE, it could have been sent in the other CG together with the data, without requiring any prioritization. 
In order to avoid the above drawbacks, we suggest introducing the CG index into the CG confirmation MAC CE. According to proposal 3, considering different BWP can share the same CG index, and each serving cell has only one BWP, the new CG confirmation MAC CE should at least includes CG index and serving cell index. In addition, considering multiple active BWPs may be introduced in further releases, BWP ID can also be included. The example format is shown in Figure 5:
· R: R is the reserved bit;
· Serving Cell ID: This field indicates the identity of the serving cell for which the MAC CE applies. The length of the field is 5 bits;
· BWP ID: This field indicates a DL BWP for which the MAC CE applies. The length of the BWP ID field is 2 bits;
· CGi: indicates whether the CG with index i is confirmed by this MAC CE.



CG confirmation MAC CE subheader


                     CG confirmation MAC CE
[bookmark: _Ref7083478][bookmark: _Toc4752104]Figure 5: Example of the new CG confirmation MAC CE
Another benefit of this approach is that compared with sending each CG confirmation MAC CE in separate PUSCH resources, the resource consumption by MAC CE(s) is lower for the single multi-bit MAC CE, i.e. more user data can be conveyed in the these CGs.
[bookmark: _Ref7191963][bookmark: _Toc16779598]Proposal 5: Introduce Serving Cell ID, BWP ID, and CG index in the CG confirmation MAC CE.
[bookmark: _Toc4752105][bookmark: _Ref7191967][bookmark: _Toc16779599]Proposal 6: Use a new LCID to identify the legacy CG confirmation MAC CE and the new CG confirmation MAC CE.
Impact on LCP
[bookmark: OLE_LINK7][bookmark: OLE_LINK8]In Rel-15 NR Uu, there is only one LCP restriction parameter addressing CGs, configuredGrantType1Allowed, which restricts whether one logical channel can use the type 1 CG. For the type 2 CG, there is no such restriction.
In Rel-16 IIOT, if the same LCP restriction parameters are used, the LCP procedure cannot ensure a logical channel is served by the CG configured based on its traffic pattern. This will impact the IIOT service latency. In order to solve this problem, some association is needed between the logical channel and its related CG(s).  The most direct method is to introduce the CG index as one of the LCP restriction parameters for each logical channel.
[bookmark: _Ref6582312][bookmark: _Ref7013218][bookmark: _Toc16779600]Proposal 7:  When a CG configuration targets one or multiple logical channels, the CG index is used as one of the LCP restriction parameters for the related logical channel(s).
Conclusion
[bookmark: _GoBack]According to the analysis in section 2, it is proposed:
Proposal 1: CG index should be introduced to identify the multiple CGs for different TSC traffic patterns.
Proposal 2:  The multiple SPS/CGs used for addressing the arrival time jitter of a low-latency traffic flow can be gathered into one group sharing the same SPS/CG configuration index.
Proposal 3:  SPS/CG configuration index is assigned based on each BWP and different BWPs can share the same SPS/CG configuration index.
Proposal 4:  The offset used for HARQ process ID calculation of SPS/CG configuration index i should be equal to the total number of HARQ processes used by the SPS/CG configurations with indexes lower than i.
Proposal 5: Introduce Serving Cell ID, BWP ID, and CG index in the CG confirmation MAC CE.
Proposal 6: Use a new LCID to identify the legacy CG confirmation MAC CE and the new CG confirmation MAC CE.
Proposal 7:  When a CG configuration targets one or multiple logical channels, the CG index is used as one of the LCP restriction parameters for the related logical channel(s).
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