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1 Introduction 
The topic of “Fast MCG link Recovery”, which is part of the Rel-16 WI on “Multi-RAT Dual Connectivity and Carrier Aggregation enhancements”, has been under discussion in the previous RAN2 meetings of 2019 (RAN2 #106, #105bis, #105), and several agreements have been reached on the design of this feature. In this paper, we address some of the items that have been left as FFS from previous RAN2 meetings. 
2 [bookmark: _Hlk7529976]Regarding using SRB3 for Fast MCG Recovery 
[bookmark: _Ref535308766][bookmark: _Ref535492080]In RAN2 #105bis [2], it was agreed that the SCG leg of split SRB1 can be used for Fast MCG Recovery. It was left as FFS the use of SRB3 (if configured) for the procedure. 
Agreements for MCG fast recovery:
0	MCG fast recovery targets all MRDC architecture options
1:	When MCG failure occurs, UE follows SCG failure-like procedure:
i.	UE does not trigger RRC connection re-establishment. 
ii.	UE triggers an MCG failure procedure in which a failure information message is transmitted to the network via SCG.
2: 	MCG fast recovery targets the following use cases MCG leg RLF
FFS: Other uses cases. Can consider in future whether the mechanism can be also be applied in the case of other MCG failures. 
3	MCG fast recovery can only be triggered after AS security has been activated and the SRB2 and at least one DRB have been setup 
4	MCG failure indication should include:
i.	Available measurement results of MCG
ii.	MCG link failure cause
iii.	Available measurement results of SCG
iv.	Available measurement results of non-serving cells
5: 	For MCG failure indication, new RRC message in introduced, e.g. MCGFailureInformation.
6: 	SCG leg of the split SRB1 can be used for MCG fast recovery. 
FFS: If configured, SRB3 can be used for MCG fast recovery. Priority is to complete the solution based on split SRB1
7:	New SRB is not introduced for MCG fast recovery.

Our preference is not to use SRB3 for the procedure. The reasons are stated in the following set of observations.
Observation 1: If SRB3 is used for the procedure, it will bring in additional complexity involved in forwarding messages of the procedure, e.g., MCG failure notification and handover messages, in new containers over the Xn/X2 interface between the MN and SN. 
Observation 2: One motivation for using SRB3 was to handle the case when PDCP integrity check failure is detected only in MCG, in which case split SRB1 cannot be used. However, it was agreed in RAN2 #106 that integrity check failure shall not trigger the procedure, and so this motivation does not hold ground anymore.    
Proposal 1: SRB3 is not used for Fast MCG Recovery.
3 Timer for the Fast MCG Recovery procedure
[bookmark: _Hlk15920999]In RAN2 #106 [3], it was agreed to be left as FFS whether a guard timer is needed for the MCG Failure Information message transmitted by the UE when the procedure is triggered.
Agreements 
FFS Whether a guard timer is needed for the MCG failure indication message
1	Once the MCG failure indication is triggered, the UE shall:
-	transmit the MCG failure indication;
−	suspend MCG transmission for all SRBs and DRBs;
−	reset MCG-MAC;
−	maintain the current measurement configurations from both the MN and the SN, and continue measurements based on configuration from the MN and the SN if possible.
FFS whether switch the primaryPath to SCG is needed

2	If SCG failure is detected while MCG is suspended then initiate RRC re-establishment procedure 

3	Upon receiving the MCG failure indication, the MN sends reconfiguration with sync or RRC Release to the UE via SRB1.

4	Upon reception of reconfig with sync the UE resumes MCG transmission if suspended

We propose that a guard timer should be introduced. The following set of observations provide our reasons for introducing the timer.
A primary argument against the timer has been that since UE has connectivity to the network via SCG, network can control and perform necessary reconfigurations of the UE. Observation 3 indicates that this assumption may not always hold and a timer is needed in that case.  
Observation 3: In case there is a backhaul (X2/Xn) link failure between MN and SN, the MN can neither receive the MCG Failure Information message transmitted by the UE, nor can it send a reconfiguration message to the UE. If there is no guard timer, the UE can then potentially be waiting for a network response for an indefinite period of time.
In the scenario described in Observation 3, the network is unable to perform necessary reconfigurations of the UE.  
Observation 4: If there is no guard timer, the UE, which has lost connectivity to the anchor MN, has a control plane connection to the network only through the SN potentially for an indefinite period of time, which may have other undesirable consequences.
Another justification to introduce a guard timer is that The PDCP PDU containing the MCG Failure Information message may be delayed for delivery to RRC at the MN PDCP, i.e. issues of PDCP in sequence delivery. This is because PDCP packets containing SRB1 RRC messages that may have been lost due to MCG failure have to be delivered first. In this case, there will be excessive delay for delivery.
Observation 5: The PDCP PDU containing the MCG Failure Information message may be delayed for delivery to RRC at the MN PDCP. This is because PDCP packets containing SRB1 RRC messages that may have been lost due to MCG failure have to be delivered first.
Observation 6: In the case when there is excessive delay for delivery at the MN of the PDCP PDU containing the MCG Failure Information message, the timer enables the UE to perform re-establishment without the prolonged delay waiting for a network response. 
The following proposals describe how the timer is used.
Proposal 2: Introduce a timer to track the network response after UE triggers the Fast MCG Recovery procedure. The timer is started when UE initiates the procedure by transmitting the MCG Failure Information message.
Proposal 3: If the MCG Failure Information message is transmitted successfully to the SN and if the timer expires before UE receives a response from the network, UE performs the RRC re-establishment procedure.
4 Conclusion
[bookmark: _Hlk512894710]Based on the above discussions, we recommend that RAN2 discuss the following observations and proposals on the use of SRB3 for the Fast MCG Recovery procedure.

Observation 1: If SRB3 is used for the procedure, it will bring in additional complexity involved in forwarding messages of the procedure, e.g., MCG failure notification and handover messages, in new containers over the Xn/X2 interface between the MN and SN. 
Observation 2: One motivation for using SRB3 was to handle the case when PDCP integrity check failure is detected only in MCG, in which case split SRB1 cannot be used. However, it was agreed in RAN2 #106 that integrity check failure shall not trigger the procedure, and so this motivation does not hold ground anymore.    
Proposal 1: SRB3 is not used for Fast MCG Recovery.
We recommend that RAN2 discuss the following observations and proposals on whether a guard timer is required for the Fast MCG Recovery procedure.

Observation 3: In case there is a backhaul (X2/Xn) link failure between MN and SN, the MN can neither receive the MCG Failure Information message transmitted by the UE, nor can it send a reconfiguration message to the UE. If there is no guard timer, the UE can then potentially be waiting for a network response for an indefinite period of time.
Observation 4: If there is no guard timer, the UE, which has lost connectivity to the anchor MN, has a control plane connection to the network only through the SN potentially for an indefinite period of time, which may have other undesirable consequences.
Observation 5: The PDCP PDU containing the MCG Failure Information message may be delayed for delivery to RRC at the MN PDCP. This is because PDCP packets containing SRB1 RRC messages that may have been lost due to MCG failure have to be delivered first.
Observation 6: In the case when there is excessive delay for delivery at the MN of the PDCP PDU containing the MCG Failure Information message, the timer enables the UE to perform re-establishment without the prolonged delay waiting for a network response. 
Proposal 2: Introduce a timer to track the network response after UE triggers the Fast MCG Recovery procedure. The timer is started when UE initiates the procedure by transmitting the MCG Failure Information message.
Proposal 3: If the MCG Failure Information message is transmitted successfully to the SN and if the timer expires before UE receives a response from the network, UE performs the RRC re-establishment procedure.
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