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1 Introduction
Large propagation delay and wide geographical coverage of beams result in significant delay difference within an NTN beam, as perceived by the UE. This delay difference can impact the Random Access (RA) procedure of NTN by generating preamble ambiguity and updating the RA Response (RAR) window. In this contribution we discuss RACH procedure issues and evaluate RACH capacity in NTN.

2 Discussion

2.1 Random Access Procedure in NTN 
Transmission delay and delay difference for different NTN scenarios, as mentioned in 3GPP TR 38.321 [1] are provided in the table below:
Table 4.2-2: NTN scenarios [1]
	NTN Scenarios
	GEO-based
	LEO-based
	Explanations

	Max distance between satellite and UE at min elevation angle
	40,586 km
	1,932 km (600 km) 3,131 km (1,200 km)
	

	Max round trip delay
(propagation delay)
	Scenario A: 541.14ms (service and feeder links)
Scenario B: 271.57ms (service link only)
	Scenario C: 
- 25.76ms (600km)
- 41.75ms (1200km)
Scenario D: 
12.88ms (600km)
20.87ms (1200km)
	

	Max differential delay within a beam
	1.6ms
	0.65ms
(600km & 1200km)
	Refers to the delay difference experienced between 2 UEs at opposite edge of the beam foot print, typically for 10° elevation angle for one of the UE

	Max delay difference experienced by a UE (earth fixed equipment)
	16ms
	4.44ms (600km)
6.44ms (1200km)
	This refers to the delay difference experienced by one UE (between nadir and 10° elevation angle)


 
As shown in the table above, the large transmission delay in NTN results in differential delay experienced by two different UEs served by the same beam at a given time. For GEO-NTN the worst-case differential delay within a beam is upper-bounded by 1.6 ms. For LEO-NTN the maximum differential delay within a beam can be up to 0.65ms. 
Observation 1: The maximum differential delay within a beam footprint is up to 1.6ms for GEO-NTN and 0.65ms for LEO-NTN.
2.1.1 Preamble receiving window [2]
In NTN, due to the long propagation delay, the preambles sent by different UEs in the same RACH occasion may reach the gNB at different time. Thus a preamble receiving window is needed to cover the large differential delay for different UEs as shown in the figure above. The preamble receiving window could start from [RO timing + minimum one way delay*2] and end with [RO timing +maximum one way delay*2] to make sure the gNB can receive preambles from all the UEs.


Figure 1. Preamble receiving window in NTN [2]
2.1.2 Ambiguity on preamble reception [2, 3, 4, 5]
When a preamble is received, the network needs to know which RO the preamble is related to in order to estimate the accurate timing advance. If the RO periodicity is not long enough, as shown in Figure 2, the preamble receiving windows for two consecutive ROs may be overlapped with each other, making it difficult for the network to link the received preamble to the corresponding RO.


Figure 2. Ambiguity on preamble reception in the network side [2]
Observation 2: Insufficient time interval between two consecutive ROs will lead to ambiguity of preamble reception at network side.
The following solutions can be considered to avoid such ambiguity on preamble reception:
· Solution 1: PRACH configuration. Based on the current specs, the ambiguity of preamble reception can only be avoided by the configuration of RACH resource, in which case the NW ensure the time interval between two consecutive RO is larger than the maximum delay difference within the cell. [2][3][4][5]
· Solution 2: Preamble division. Preambles can be divided in groups and mapped to different RO, so long as the same preamble will not be used in ROs with separation less than maximum delay difference.[4][5]
· Solution 3: Frequency hopping. To adapt frequency hopping of preamble, thus gNB can identify the RO according to the frequency band received preamble is transmitted with. [4][5]
· Solution 4: Indication in MsgA of 2 step RACH. For the case 2-step RACH is used, assisting information, e.g., SFN index. [5] The detailed solution need to be revised after the design of 2-step RACH is clear.
Proposal 1: RACH preamble detection ambiguity can be avoided by (1) PRACH configuration (2) Preamble division (3) Frequency hopping (4) Indication in MsgA of 2-step RACH.

2.1.3 Random access with and without GNSS-capabilities [6][7]
2.1.3.1 Random access without GNSS-support [6]
In the terrestrial network, both the propagation delay and the differential delay within the cell are dealt with using Timing Advance. Timing advance (TA) for UL transmission can be adjusted by RACH procedures and MAC-initialized TA refinement. The N_TA-Offset broadcast in SIB1 is applied for random access on the serving cell.
n-TimingAdvanceOffset               ENUMERATED { n0, n25600, n39936 }                   OPTIONAL, -- Need S
However, performance degradation can be foreseen on these approaches with consideration of the characteristics for NTN communication, e.g., extensive coverage, high mobility and large RTT.
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Figure 3 Illustration of coverage of NTN with common TA
Considering the vast coverage and significant transmission delay in NTN, the TA range required to be estimated will be quite large (up to 541ms in GEO), in which case the existing value range of n-TimingAdvanceOffset in NR is not sufficient anymore. If no assisting information is provided in such case, then the design for RACH will be greatly complicated and signaling overhead will be expected, especially for the UE without capability of utilize GNSS information and incapable of compensate the propagation delay itself. Also the large value of TA to be adjusted will also put challenges on the design of preamble. Therefore, it would be beneficial to broadcast a common TA offset for NTN or extend the value range of the existing TA offset broadcast in system information to compensate the propagation delay within the satellite beam, where the value of common TA can be determined by L2 as shown in Figure 3. The length of L2 is continuously changing due to the movement of satellite, the common TA can be a configurable parameter to adapt to the changing of L2. The details on how to broadcast the up-to-date TA offset or to extend the existing TA offset broadcast in system information can be considered in the future.
Proposal 2: A common TA offset for NTN shall be broadcast in system information. FFS on whether to extend the value range of the existing n-TimingAdvanceOffset (e.g. n-TimingAdvanceOffset_Ext) or broadcast a new TA offset for NTN(.e.g. n-TimingAdvanceOffset_NTN).
2.1.3.2 Random access with GNSS-support [7]
The major difficulties in adapting the random access procedures stem from the large propagation delay and the large differential delay. In the terrestrial case, both the propagation delay and the differential delay within the cell are dealt with using Timing Advance. Before accessing the cell, a UE is not assumed to be aware of its propagation delay to the cell. As the RTT is within the cyclic prefix of PRACH and the cell diameter is defined according to the largest propagation delay that can be accepted during random access, this is not seen to be a problem for terrestrial networks.
If the UE has a rough GNSS position and the position of the satellite through ephemeris data, the UE can determine the satellite-to-UE distance and the timing advance needed for performing random access while coping with large propagation delays. 
[bookmark: _Toc4690693][bookmark: _Toc4697319][bookmark: _Toc4699215][bookmark: _Toc4699111]Observation 3: If the UE knows its own position and the satellite position through ephemeris data, determining the propagation delay is possible.
The distance to the satellite from anywhere in the cell is (taken from TR 38.811):

where  is the elevation angle,  is the height to the satellite at nadir, and  is the radius of the earth. 
In the non-terrestrial case, the satellite-to-UE distance at a fixed point in time does not exhibit the same type of variations compared to moving around the same distance in a terrestrial cell, which means that the accuracy required by the UE to determine its own position may not be high. Similarly, the distance is not significantly affected when moving with reasonable speed on the ground. This means that a rough estimate of the position may be sufficient to perform random access, thus solving the problems of timing advance and large variations in the propagation delay, which contrasts with terrestrial cells where moving an equal distance through the cell might create a much larger timing advance. The exact accuracy required may be up to RAN1 to discuss.
[bookmark: _Toc4620097][bookmark: _Toc4672729][bookmark: _Toc4697320][bookmark: _Toc4688144][bookmark: _Toc4514636][bookmark: _Toc4690694][bookmark: _Toc4699112][bookmark: _Toc4699216][bookmark: _Toc4530685]Observation 4: Determining the propagation delay based on GNSS-position may not require high accuracy GNSS positioning.
A framework for how the random access for UEs with GNSS-capabilities can be performed is shown in Figure 4.
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Figure 4. Framework on random access procedure using GNSS [6]
The example framework for performing random access involves 4 important points:
1. Estimation of the timing advance with respect to the satellite. Methods for estimating include using satellite ephemeris data, as well as GNSS position or any other similar solutions.
2. In Msg 2, when the UE receives the RAR, it applies a timing advance correction for the UE-based estimation from Step 1. 
3. At this point the gNB also schedules Msg 3 without knowing the timing advance to the UE. This can be solved by for instance scheduling the UE at a delay equal to the maximum differential delay supported by the cell.
4. Network receives the timing advance of the UE in Msg 3. At this point both UE and network are aware of the UE-specific timing advance.
By using this procedure, there for instance appears to be no need for extending the ra-ResponseWindow, only to offset the start with the RTT. 
[bookmark: _Toc4699218][bookmark: _Toc4620103][bookmark: _Toc4688146][bookmark: _Toc4699114][bookmark: _Toc4690690][bookmark: _Toc4697322][bookmark: _Toc4530687][bookmark: _Toc4672731]Proposal 3: RAN2 to consider the above random access procedure for UEs with GNSS-capabilities as a baseline and study the solutions to steps 1-4.

2.1.4 Random Access Response Window [3, 4, 7, 10, 11, 12, 13, 14]
After transmitting Random Access Preamble (msg1), UE monitors the PDCCH for the Random Access Response (RAR) message (Msg2). The response window (ra-ResponseWindow) starts at a determined time interval after the preamble transmission. If no valid response is received during the ra-ResponseWindow, a new preamble is sent. If a certain number of preambles have been sent, an appropriate random access problem will be indicated to upper layers. 
In NTN the propagation delay is much larger and therefore, the RAR cannot be reached at the UE within the time interval, of ra-ResponseWindow, having values specific to terrestrial networks. Thus, in RAN2#104, an email discussion [8] is carried out to identify the impacts NTN’s large RTD on user RAR Window and subsequently discuss the viable solutions. The major related agreements [9] made in RAN2#105 are mentioned in the following table:
Agreements

1. The two principles, increasing the value range and applying a RTD compensation offset, and the joint usage of these two principles are used as a starting point for the discussion on how to adapt the user plane timers, impacted by the large RTD of NTN, for NTN. Which principle is applied is examined for each timer separately. Further principles are not excluded. 
2. The ra-ResponseWindow should be modified to support NTN. 
3. Introduce an offset for the start of the ra-ResponseWindow for NTN. The offset shall be configurable to accommodate different scenarios. 
4. RAN2 will study if other than delaying the start of ra-ResponseWindow an extension of ra-ResponseWindow is needed to support NTN.

Figure 5 illustrates an worst case where a UE with minimum one way transmission delay to network and a UE with maximum one way transmission delay to network(e.g. locates at cell edge) initiate RACH using the same time-frequency resource. It’s agreed in RAN2#105 a configurable offset will be introduced to delay the start of RAR window to compensate the propagation delay within NTN. 
Assuming the offset equals to 2* minimum delay and neglecting the process delay between reception of preamble and transmission or RA Response at gNB side, it can be observed from Figure 4 that the RAR monitoring duration shall at least cover 2*maximum differential delay or RAR for UE will fall out of RAR window, where maximum differential delay is defined as maximum one way delay minus minimum one way delay.  
Furthermore, time flexibility is required for the NW to schedule the RARs which means several ms will need to be added on top of the 2*maximum differential delay.
[image: D:\ppt绘图\RAR-window-NTN-new.pngRAR-window-NTN-new]
[bookmark: _Ref28559]Figure 5 RAR window in NTN [9]
Observation 5: Without consideration on network processing delay, the duration for RAR monitoring shall at least cover 2*maximum differential delay to guarantee RARs within the cell fall into RAR monitoring window [2, 4, 10, 12, 14].  
Note that the maximum differential delay within one beam-footprint is 1.6ms for GEO-NTN and 0.65ms for LEO-NTN. If we assume a cell only covers one beam-print, there may be no need to extend the RAR window [11]. However, if a cell covers more than one beam, the 2*maximum differential delay within a cell maybe larger than 10ms, in which case the RAR window has to be extended.
Proposal 4: If the 2*maximum differential delay within a cell is larger than 10ms, RAR window might need to be extended, otherwise there is no need to extend the RAR Window in NTN.
In terrestrial network, the RAR windows corresponding to different ROs may be overlapped. To resolve the confusion for RAR in the overlapping case, the formula of RA-RNTI calculation (as below) is designed to make sure the RA-RNTI is unique within 10ms which is the maximum length of the ra-ResponseWindow. 
	The RA-RNTI associated with the PRACH occasion in which the Random Access Preamble is transmitted, is computed as:
RA-RNTI= 1 + s_id + 14 × t_id + 14 × 80 × f_id + 14 × 80 × 8 × ul_carrier_id
where s_id is the index of the first OFDM symbol of the PRACH occasion (0 ≤ s_id < 14), t_id is the index of the first slot of the PRACH occasion in a system frame (0 ≤ t_id < 80), f_id is the index of the PRACH occasion in the frequency domain (0 ≤ f_id < 8), and ul_carrier_id is the UL carrier used for Random Access Preamble transmission (0 for NUL carrier, and 1 for SUL carrier).


It is noted that the current formula and the specified specific PRACH configurations already reserve maximum of ~18000 RNTI values just within 10ms timeframe. If ra-ResponseWindow is increased to 30ms and applied directly to the formula, that would already mean 5/6 of the whole RNTI space allocated just for the use of RA-RNTIs (RNTI space is 64 000). On the other hand, the space required for TC-RNTIs will also increase with the long RTTs as the RA procedure takes much longer time in general which requires reserving one TC-RNTI for longer time as well. Another option is to change the formula and design a RA-RNTI calculation formation for NTN [2][3][14].
Observation 6: Increasing the ra-ResponseWindow may require changes in RA-RNTI calculation formula, defined in Rel-15, or an increase in the required RA-RNTI space extensively, if the formula, defined in Rel-15 is reused.
Proposal 5: Impact on RA-RNTI should be studied if the RAR window is extended.
Alternatively, as mentioned in [3], [7], the round-trip propagation delay can be estimated, especially for GNSS-based UEs. In that case, there appears to be no need for extending the ra-ResponseWindow, instead only to offset the starting time with the round-trip delay.
Observation 7: If round-trip propagation delay can be estimated, gNB can use the estimated RTD as an offset to delay the ra-ResponseWindow. In such cases, there appears to be no need for extending the ra-ResponseWindow.


2.2 RACH Capacity Estimation [3, 15]
The PRACH provides a slotted aloha type of access. The PRACH preamble collision probability between contending system access attempts on a PRACH radio resource can be calculated as:

Where M equals the number of configured access opportunities per second, and  is the random-access arrival rate per second. In a cellular system, the collision likelihood is usually kept at a level as low as 1% to secure a high quality of service. As a rule of thumb, we need to provide approximately 100 more random access opportunities per actual random access attempt. 
As an example, with  and arrivals per second we need to provide approximately  preamble opportunities per second and cell in order to support the UEs accessing the cell. A higher accepted collision rate would reduce the PRACH capacity consumption. It is however relevant to keep the collision rate low as the random access performed by idle mode UEs is contention-based, which means more than one UE may select the same preamble and send it on the same uplink time slot. If a collision occurs, or if the network is not able to correctly detect the preamble used, the UE is not receiving the so-called message 2 (MSG2) and needs to resend another preamble (MSG1). Note that in addition to UEs that have been paged, also idle mode UEs performing mobile originated access would perform contention-based random access and thus compete for the same RACH resources.
The random access capacity can be calculated by looking at the random access opportunities and how many preambles that are configured for each random access opportunities. If we denote the maximum number of PRACH opportunities per second as , which is given by the PRACH configuration, such as preamble format, PRACH configuration index as well as whether the spectrum is paired/unpaired and whether it is for FR1 or FR2. Furthermore the PRACH occasions may be FDM:ed by up to  different location in frequency for the same PRACH occasion in time. Then the M as mentioned above is simply , where  is the number of configured preambles available, where the maximum is 64, but where a number of preambles may be reserved for Contention-Free Random Access. 
As an example, for PRACH configuration 27 the slots that are available in an SFN are the slots 0, 1, 2, 3, 4, 5, 6, 7, 8, 9 giving 1000 PRACH opportunities per second. In the table below some more examples are given for FR1 paired:
	Freq range and config
	Preamble format
	PRACH Config Index
	PRACH opportunities per second ()

	FR1 paired
	0
	0
	6,25

	FR1 paired
	0
	21
	200

	FR1 paired
	0
	27
	1000

	FR1 paired
	2
	41
	100



The number of random access attempts supported per second is thus:

The supported user densities is thus given by:

Given the collision rate being 0.01, the number of configured preambles for CBRA being 56, preamble format 0, PRACH config index 27,  we get the following as an example:
	Coverage (km2)
	RACH per second per UE
	Supported UE density

	163 000 (hex with r=250km)
	1.157 * 10-5 (= 1 time per day per UE)
	~2390 UE/km2

	163 000 
	2.78 * 10-4 (= 1 time per hour per UE)
	~100 UE/km2

	163 000 
	0.0017 (= 1 time per 10 min per UE)
	~17 UE/km2

	26 000 (hex with r=100km)
	1.157 * 10-5 (= 1 time per day per UE)
	~14866 UE/km2

	26 000
	2.78 * 10-4 (= 1 time per hour per UE)
	~618 UE/km2

	26 000
	0.0017 (= 1 time per 10 min per UE)
	~101 UE/km2



As can be seen, if the use-cases of the UEs is such that many accesses to the cell is required, then the supported UE density will be relatively low.
Based on the current specs, the ambiguity of preamble reception can only be avoided by the configuration of RACH resource, in which case the NW ensure the time interval between two consecutive RO is larger than the maximum delay difference*2 within the cell (i.e. Solution 1 in 2.1.2), which is 3.2 ms considering the worst case in GEO (assuming there is only one beam within the cell). Referring to Table 6.3.3.2-2 to Table 6.3.3.2-2 in TS 38.321, only limited PRACH configuration can meet the requirement on RO interval at time domain, which can significantly impact the RACH density to be supported in time domain. Some feasible examples for the PRACH configuration are listed as follows:
	Freq range and config
	Preamble format
	PRACH Config Index
	PRACH opportunities per second ()

	FR1 paired
	0
	19
	200

	FR1 paired
	0
	20
	200

	FR1 paired
	0
	21
	200



Given the collision rate being 0.01, the number of configured preambles for CBRA being 56, preamble format 0, PRACH config index 21,  we get the following as an example:
	Coverage (km2)
	RACH per second per UE
	Supported UE density

	163 000 (hex with r=250km)
	1.157 * 10-5 (= 1 time per day per UE)
	~478 UE/km2

	163 000 
	2.78 * 10-4 (= 1 time per hour per UE)
	~20 UE/km2

	163 000 
	0.0017 (= 1 time per 10 min per UE)
	~3 UE/km2



For LEO, the time interval between two consecutive RO is larger than the maximum delay difference*2 within the cell, which is 1.3 ms considering the worst case in LEO (assuming there is only one beam within the cell). Referring to Table 6.3.3.2-2 to Table 6.3.3.2-2 in TS 38.321, only limited PRACH configuration can meet the requirement on RO interval at time domain, which can significantly impact the RACH density to be supported in time domain. Some feasible examples for the PRACH configuration are listed as follows:
	Freq range and config
	Preamble format
	PRACH Config Index
	PRACH opportunities per second ()

	FR1 paired
	0
	25
	500

	FR1 paired
	0
	26
	500



Given the collision rate being 0.01, the number of configured preambles for CBRA being 56, preamble format 0, PRACH config index 25,  we get the following as an example:
	Coverage (km2)
	RACH per second per UE
	Supported UE density

	26 000 (hex with r=100km)
	1.157 * 10-5 (= 1 time per day per UE)
	~7433 UE/km2

	26 000 
	2.78 * 10-4 (= 1 time per hour per UE)
	~309 UE/km2

	26 000 
	0.0017 (= 1 time per 10 min per UE)
	~51 UE/km2



Based on the table above, it can be observed that the solution based on RO configuration will decrease the RACH capacity significantly.
Observation 8: Solution to avoid preamble reception ambiguity based on PRACH configuration will decrease the RACH capacity significantly.
Proposal 6: Agree the TP addressing RACH procedures and RACH capacity evaluation.

3 Conclusions
In this contribution, we discuss the RACH procedure issues and solutions and evaluate the RACH capacity. The observations and proposals are as follows:
Observation 1: The maximum differential delay within a beam footprint is up to 1.6ms for GEO-NTN and 0.65ms for LEO-NTN.
Observation 2: Insufficient time interval between two consecutive ROs will lead to ambiguity of preamble reception at network side.
Proposal 1: RACH preamble detection ambiguity can be avoided by (1) PRACH configuration (2) Preamble division (3) Frequency hopping (4) Indication in MsgA of 2-step RACH.
Proposal 2: A common TA offset for NTN shall be broadcast in system information. FFS on whether to extend the value range of the existing n-TimingAdvanceOffset (e.g. n-TimingAdvanceOffset_Ext) or broadcast a new TA offset for NTN (.e.g. n-TimingAdvanceOffset_NTN).
Observation 3: If the UE knows its own position and the satellite position through ephemeris data, determining the propagation delay is possible.
Observation 4: Determining the propagation delay based on GNSS-position may not require high accuracy GNSS positioning.
Proposal 3: RAN2 to consider the above random access procedure for UEs with GNSS-capabilities as a baseline and study the solutions to steps 1-4.
Observation 5: Without consideration on network processing delay, the duration for RAR monitoring shall at least cover 2*maximum differential delay to guarantee RARs within the cell fall into RAR monitoring window.  
Proposal 4: If the 2*maximum differential delay within a cell is larger than 10ms, RAR window might need to be extended, otherwise there is no need to extend the RAR Window in NTN.
Observation 6: Increasing the ra-ResponseWindow may require changes in RA-RNTI calculation formula, defined in Rel-15, or an increase in the required RA-RNTI space extensively, if the formula, defined in Rel-15 is reused.
Proposal 5: Impact on RA-RNTI should be studied if the RAR window is extended.
Observation 7: If round-trip propagation delay can be estimated, gNB can use the estimated RTD as an offset to delay the ra-ResponseWindow. In such cases, there appears to be no need for extending the ra-ResponseWindow.
Observation 8: Solution to avoid preamble reception ambiguity based on PRACH configuration will decrease the RACH capacity significantly.
Proposal 6: Agree the TP addressing RACH procedures and RACH capacity evaluation.
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5 Text proposal
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[bookmark: _Toc2952269]7.2.1 	MAC
7.2.1. x 	Random Access
7.2.1. x .1	Ambiguity on preamble reception
In NTN, due to the long propagation delay, the preambles sent by different UEs in the same RACH occasion may reach the gNB at different time. Thus a preamble receiving window is needed to cover the large differential delay for different UEs as shown in the figure above. The preamble receiving window could start from [RO timing + minimum one way delay*2] and end with [RO timing +maximum one way delay*2] to make sure the gNB can receive preambles from all the UEs.


Figure 7.2.1.x .1-1. Preamble receiving window in NTN
When a preamble is received, the network needs to know which RO the preamble is related to in order to estimate the accurate timing advance. If the RO periodicity is not long enough, as shown in Figure 7.2.1.x .1-2, the preamble receiving windows for two consecutive ROs may be overlapped with each other, making it difficult for the network to link the received preamble to the corresponding RO.


Figure 7.2.1.x .1-2. Ambiguity on preamble reception in the network side
The following solutions can be studied to avoid such ambiguity on preamble reception:
Solution 1: PRACH configuration. Based on the current specs, the ambiguity of preamble reception can only be avoided by the configuration of RACH resource, in which case the NW ensure the time interval between two consecutive RO is larger than the maximum delay difference within the cell. 
Solution 2: Preamble division. Preambles can be divided in groups and mapped to different RO, so long as the same preamble will not be used in ROs with separation less than maximum delay difference.
Solution 3: Frequency hopping. To adapt frequency hopping of preamble, thus gNB can identify the RO according to the frequency band received preamble is transmitted with.
Solution 4: Indication in MsgA of 2 step RACH. For the case 2-step RACH is used, assisting information, e.g., SFN index. The detailed solution need to be revised after the design of 2-step RACH is clear.
7.2.1. x .2	Random access with and without GNSS-capabilities
7.2.1. x .2.1 Random access without GNSS-capabilities
In the terristrial network, both the propagation delay and the differential delay within the cell are dealt with using Timing Advance. Timing advance (TA) for UL transmission can be adjusted by RACH procedures and MAC-initialized TA refinement. The N_TA-Offset broadcast in SIB1 is applied for random access on the serving cell.
n-TimingAdvanceOffset               ENUMERATED { n0, n25600, n39936 }                   OPTIONAL, -- Need S
Considering the vast coverage and significant transmission delay in NTN, the TA range required to be estimated will be quite large (up to 541ms in GEO), in which case the existing value range of n-TimingAdvanceOffset in NR is not sufficient anymore. If no assisting information is provided in such case, then the design for RACH will be greatly complicated and signaling overhead will be expected, especially for the UE without capability of utilize GNSS information and incapable of compensate the propagation delay itself. Also the large value of TA to be adjusted will also put challenges on the design of preamble.
Thus, a common TA offset for NTN shall be broadcast in system information. FFS on whether to extend the value range of the existing n-TimingAdvanceOffset (e.g. n-TimingAdvanceOffset_Ext) or broadcast a new TA offset for NTN(.e.g. n-TimingAdvanceOffset_NTN).
7.2.1. x .2.2 Random access with GNSS-capabilities
A framework for how the random access for UEs with GNSS-capabilities can be performed is shown in Figure 7.2.1.x .2 -1.
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Figure 7.2.1.x .2 -1. Framework on random access procedure using GNSS
The example framework for performing random access involves 4 important points:
1. Estimation of the timing advance with respect to the satellite. Method might include using satellite ephemeris data as well as GNSS position.
2. In Msg 2, when the UE receives the RAR, it applies a timing advance correction for the UE-based estimation from Step 1. 
3. At this point the gNB also schedules Msg 3 without knowing the timing advance to the UE. This can be solved by for instance scheduling the UE at a delay equal to the maximum differential delay supported by the cell.
4. Network receives the timing advance of the UE in Msg 3. At this point both UE and network are aware of the UE-specific timing advance.
7.2.1. x .3	Random Access Response Window
A configurable offset will be introduced to delay the start of RAR window to compensate the propagation delay within NTN. 
Figure 7.2.1.x.3-1 illustrates an worst case where a UE with minimum one way transmission delay to network and a UE with maximum one way transmission delay to network (e.g. locates at cell edge) initiate RACH using the same time-frequency resource. Assuming the offset equals to 2* minimum delay and neglecting the process delay between reception of preamble and transmission or RA Response at network side, it can be observed from Figure 7.2.1.x.3-1 that the RAR monitoring duration shall at least cover 2*maximum differential delay or RAR for UE will fall out of RAR window, where maximum differential delay is defined as maximum one way delay minus minimum one way delay. Furthermore, time flexibility is required for the NW to schedule the RARs which means several ms will need to be added on top of the 2*maximum differential delay.
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Figure 7.2.1.x.3-1. RAR window in NTN 
Note that the maximum differential delay within one beam is 1.6ms for GEO-NTN and 0.65ms for LEO-NTN. If we assume a cell only covers one beam, there may be no need to extend the RAR window. However, if a cell covers more than one beam, the 2*maximum differential delay within a cell maybe larger than 10ms, in which case the RAR window has to be extended.
Thus, if the 2*maximum differential delay within a cell maybe larger than 10ms, the RAR window has to be extended. Impact on RA-RNTI should be studied if the RAR window is extended.
7.2.1. x .4	RACH capacity evaluation
The PRACH provides a slotted aloha type of access. The PRACH preamble collision probability between contending system access attempts on a PRACH radio resource can be calculated as:

Where M equals the number of configured access opportunities per second, and  is the random-access arrival rate per second.
The random access capacity can be calculated by looking at the random access opportunities and how many preambles that are configured for each random access opportunities. If we denote the maximum number of PRACH opportunities per second as , which is given by the PRACH configuration, such as preamble format, PRACH configuration index as well as whether the spectrum is paired/unpaired and whether it is for FR1 or FR2, as shown in Table 6.3.3.2-2 to Table 6.3.3.2-3 in TS 38211. Furthermore the PRACH occasions may be FDM:ed by up to  different location in frequency for the same PRACH occasion in time. Then the M as mentioned above is simply , where  is the number of configured preambles available, where the maximum is 64. 
The number of random access attempts supported per second is thus:

The supported user densities is thus given by:

As an example, for PRACH configuration 27 the slots that are available in an SFN are the slots 0, 1, 2, 3, 4, 5, 6, 7, 8, 9 giving 1000 PRACH opportunities per second. In the table below some more examples are given for FR1 paired:
	Freq range and config
	Preamble format
	PRACH Config Index
	PRACH opportunities per second ()

	FR1 paired
	0
	0
	6,25

	FR1 paired
	0
	21
	200

	FR1 paired
	0
	27
	1000

	FR1 paired
	2
	41
	100



Given the collision rate being 0.01, the number of configured preambles for CBRA being 56, preamble format 0, PRACH config index 27,  we get the following as an example:
	Coverage (km2)
	RACH per second per UE
	Supported UE density

	163 000 (hex with r=250km)
	1.157 * 10-5 (= 1 time per day per UE)
	~2390 UE/km2

	163 000 
	2.78 * 10-4 (= 1 time per hour per UE)
	~100 UE/km2

	163 000 
	0.0017 (= 1 time per 10 min per UE)
	~17 UE/km2

	26 000 (hex with r=100km)
	1.157 * 10-5 (= 1 time per day per UE)
	~14866 UE/km2

	26 000
	2.78 * 10-4 (= 1 time per hour per UE)
	~618 UE/km2

	26 000
	0.0017 (= 1 time per 10 min per UE)
	~101 UE/km2



As can be seen, if the use-cases of the UEs is such that many accesses to the cell is required, then the supported UE density will be relatively low.
Based on the current specs, the ambiguity of preamble reception can only be avoided by the configuration of RACH resource, in which case the NW ensure the time interval between two consecutive RO is larger than the maximum delay difference*2 within the cell (i.e. Solution 1 in 7.2.1.x .1), which is 3.2 ms considering the worst case in GEO (assuming there is only one beam within the cell). Referring to Table 6.3.3.2-2 to Table 6.3.3.2-2 in TS 38.321, only limited PRACH configuration can meet the requirement on RO interval at time domain, which can significantly impact the RACH density to be supported in time domain. Some feasible examples for the PRACH configuration are listed as follows:
	Freq range and config
	Preamble format
	PRACH Config Index
	PRACH opportunities per second ()

	FR1 paired
	0
	19
	200

	FR1 paired
	0
	20
	200

	FR1 paired
	0
	21
	200



Given the collision rate being 0.01, the number of configured preambles for CBRA being 56, preamble format 0, PRACH config index 21,  we get the following as an example:
	Coverage (km2)
	RACH per second per UE
	Supported UE density

	163 000 (hex with r=250km)
	1.157 * 10-5 (= 1 time per day per UE)
	~478 UE/km2

	163 000 
	2.78 * 10-4 (= 1 time per hour per UE)
	~20 UE/km2

	163 000 
	0.0017 (= 1 time per 10 min per UE)
	~3 UE/km2



For LEO, the time interval between two consecutive RO is larger than the maximum delay difference*2 within the cell, which is 1.3 ms considering the worst case in LEO (assuming there is only one beam within the cell). Referring to Table 6.3.3.2-2 to Table 6.3.3.2-2 in TS 38.321, only limited PRACH configuration can meet the requirement on RO interval at time domain, which can significantly impact the RACH density to be supported in time domain. Some feasible examples for the PRACH configuration are listed as follows:
	Freq range and config
	Preamble format
	PRACH Config Index
	PRACH opportunities per second ()

	FR1 paired
	0
	25
	500

	FR1 paired
	0
	26
	500



Given the collision rate being 0.01, the number of configured preambles for CBRA being 56, preamble format 0, PRACH config index 25,  we get the following as an example:
	Coverage (km2)
	RACH per second per UE
	Supported UE density

	26 000 (hex with r=100km)
	1.157 * 10-5 (= 1 time per day per UE)
	~7433 UE/km2

	26 000 
	2.78 * 10-4 (= 1 time per hour per UE)
	~309 UE/km2

	26 000 
	0.0017 (= 1 time per 10 min per UE)
	~51 UE/km2



Based on the table above, it can be observed that the solution based on RO configuration will decrease the RACH capacity significantly.
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-------------------------------------------------------------- End of TP -------------------------------------------------------------------------------
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