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Introduction
During RAN2#105bis [6], it was determined that mobility enhancements “.. will be treated in RAN2#106 once the CHO has progressed”.
This contribution provides a survey of contributions submitted on mobility in terms of connected mode mobility challenges and related deployments scenarios. It also proposes a way forward and a text proposal for mobility for NR NTN. 
Mobility for Non-terrestrial Networks 
The SID approved in RANP#83 [1] describes two areas of focus for RAN2:
· Propagation delay: Identify timing requirements and solutions on layer 2 aspects including MAC, RLC, RRC and radio link management
· Handover: study and identify mobility requirements and measurements that may be needed for handovers between Non GEO satellites that move at high speeds but over predictable paths.
Email discussion [104#54] [5] covered these aspects in the context of mobility. While it was determined too early for RAN2 to converge on solutions, several observations related to possible challenges to extending Rel-15 mobility procedures to non-terrestrial networks (NTN) were captured in 38.821 [7]:
· For GEO NTN:
· Mobility management procedures require adaptations to accommodate large propagation delay. In particular radio link management may require specification configuration
· For LEO NTN:
· Mobility management procedures should be enhanced to take into account satellite movement related to aspects such as measurement validity, UE velocity, movement direction, large and varying propagation delay and dynamic neighbor cell set
Following [104#54], contributions submitted to RAN2#105bis [8-17] have elaborated on these observations and have proposed possible enhancements to the existing mobility procedures.
This section presents a survey aiming to identify a common understanding that can serve as baseline for further discussions. A table is provided in section 2.2 identifying the specific deployment scenarios that are affected by such challenges.
Mobility Challenges to Non-terrestrial networks
Latency associated with mobility signalling [9, 14, 17, 18]
As described in 38.300, for UEs in RRC_CONNECTED, NR cell level mobility is under network control and is triggered by explicit RRC signaling. For inter-gNB handover cell level mobility, the signaling procedures consist of at least the following elemental components:


Figure 9.2.3.1-1: Inter-gNB handover procedures
1.	The source gNB initiates handover and issues a Handover Request over the Xn interface.
2.	The target gNB performs admission control and provides the RRC configuration as part of the Handover Acknowledgement.
3.	The source gNB provides the RRC configuration to the UE in the Handover Command. The Handover Command message includes at least cell ID and all information required to access the target cell so that the UE can access the target cell without reading system information. For some cases, the information required for contention-based and contention-free random access can be included in the Handover Command message. The access information to the target cell may include beam specific information, if any.
4.	The UE moves the RRC connection to the target gNB and replies the Handover Complete.
Propagation delay in NTN systems on the Uu interface is orders of magnitude higher than terrestrial systems (e.g. up to 544 ms RTT for GEO scenarios, 28.4 ms RTT for LEO scenarios). This introduces additional latency to mobility signaling such as measurement reporting, reception of the HO command, and HO request/ACK (if the target cell originates from a different satellite). Signaling latency on the Xn interface is dependent on constellation assumptions and satellite configuration (i.e. transparent vs. regenerative) and may be transmitted directly between satellites via inter-satellite links (ISL) or via other means. An analysis of service interruption time [19] and control plane latency [20] is provided in the appendix.
The cumulative delay incurred by transmission of the above-listed signals can greatly increase the HO latency and introduce potential service interruptions. Deployment scenarios most affected by such signaling latency are GEO (scenarios A and B), and non-GEO with a transparent configuration (scenarios C1 and C2). As observed in [10], beam level mobility is under the purview of RAN1, thus only cell level mobility is considered from RAN2 perspective.
Observation 1:	Due to large propagation delay in NTN, the cumulative delay incurred by transmission of mobility signaling can greatly increase the HO latency, leading to service interruptions.
Observation 2:	Only cell level mobility is considered from RAN2 perspective.

Measurement validity [5, 18]
In RRC_CONNECTED [38.300], the UE measures at least one beam of a cell, with measurement results (power values) averaged to derive the cell quality. Such filtering takes place at two levels, the physical layer to derive beam quality and at RRC level to derive the cell quality. Such layer 3 cell quality measurements (i.e. RSRP and RSRQ) are derived in the same way for the serving and candidate cells, with reporting of measurements being configured by the network.
Baseline mobility procedures in Rel-15 NR leverage such UE measurement reports, transmitted periodically, or triggered based on measurement events such as the RSRP/RSRQ of a neighboring cell becoming better than the serving cell (i.e. the A3 measurement event). The UE may then be handed over to a target cell via reception of a HO command from the NW, which contains the target cell configuration.
Extending such mechanisms to NTN introduces the risk of outdated measurements due to high propagation delay and network node movement. If there is sufficient delay between transmission of the measurement report and reception of the HO command, the measurements may no longer be valid, possibly leading to an incorrect mobility action e.g. early/late handover. 
Should handover be performed too early, there is a risk the UE will ping pong back to the original cell, and should it occur too late the UE will be camped on a sub-optimal cell. Both cases will lead to an overall reduction in handover robustness, and possible service interruption due to mobility signaling latency as described in the previous section.
Observation 3:	Due to propagation delay and satellite movement, measurements triggering an A3 event may no longer be valid, possibly leading to an incorrect mobility action e.g. early/late handover and an overall reduction in handover robustness.
Cell overlap and near-far effect in NTN [11-13]
The total footprint of satellite coverage consists of multiple spot beams with typical diameters ranging from 200-1000 km in GEO deployments (scenarios A and B), and 100-500 km in LEO deployments (scenarios C1 to D2). Though estimated as hexagonal and mutually exclusive, in practical deployments there are areas of overlap at the beam edge which can be significant when compared to the terrestrial case. 
In terrestrial systems, a UE can determine it is near the edge of a cell due to the near-far effect – a clear difference in RSRP in the center of a cell as compared to cell edge. As shown in [11] and [13] such an effect may not be as pronounced in non-terrestrial deployments, thus the difference in signal strength between two beams in overlap region may be low.


Figure 2 [13]. A sketch of near-far effect in different scenarios: (a) Terrestrial Network; (b) NTN
As the Rel-15 handover mechanism is based on the A3 measurement events, the UE may have difficulty distinguishing the better cell in areas of overlap. Considered in conjunction with possibly outdated measurements as elaborated on in section 2.1.2, such a scenario could lead to the UE ping-ponging back and forth between cells, and an overall reduction in handover robustness.
Observation 4:	Difference in signal strength between beam center and edge is less pronounced as compared to terrestrial systems. A3 triggered handover may be insufficient for mobility purposes in regions of beam overlap.
Frequency of HO and UE speed [8, 14, 18]

[image: ]
Figure 3 [8]. A sketch of high-speed LEO satellite movement over earth 

Satellites in non-GEO orbits move with high speed relative to a fixed position on earth, leading to frequent and unavoidable handover for stationary UEs. As UE speeds up to 1000 km/hr are considered in NTN, depending on the direction of UE movement, the frequency of handover for moving UEs could be slightly reduced (UE movement in same direction as satellite) or be even greater (UE movement in opposite direction of satellite). 
As noted in [14], such frequent and unavoidable handover may result in significant signaling overhead [8] and impact power consumption, as well as exacerbating other challenges related to mobility e.g. signaling latency, measurement validity, and cell overlap/near far effect elaborated on in previous sections 2.1.1 – 2.1.3. 
Satellites in GEO deployments (scenarios A and B) remain approximately stationary, thus do not experience such issues for stationary UEs. Though mobile UEs still move at high speeds, due to larger cell sizes it is expected that challenges regarding handover frequency in GEO deployments should be down-prioritized.
Observation 5:	Due to satellite movement in non-GEO deployments, frequent and unavoidable handover may result in significant signaling overhead and impact power consumption for both stationary and moving UEs. 
Observation 6:	The frequency of handover in non-GEO deployments exacerbates other challenges related to mobility, such as signaling latency, measurement validity, and cell overlap/near far effect.
Dynamic Neighbour Cell Set [16]
In non-GEO deployments (i.e. scenarios C1, C2, D1 and D2) satellites constantly move with respect to a fixed point on earth. Depending on implementation assumptions i.e. if a PCI/SSB combination is specific to a satellite, the neighboring cell set may constantly change for both stationary and moving UEs. As noted in [16], such variation may have several implications to the UE, specifically:
· When evaluating potential HO candidates, consideration should be given to whether the candidate cell(s) remain valid and for how long.
· Intercell mechanisms (e.g. when interference coordination schemes are deployed) require frequent adjustment.
Observation 7:	Due to satellite movement in non-GEO deployments, the neighboring cell set may constantly change based on implementation assumptions. This may lead to challenges when evaluating potential HO candidates and intercell mechanisms.
Handover for large number of UEs [6, 8, 18]
Considering the large cell size of non-terrestrial networks regardless of deployment, a potentially very large number of devices may be served within a single beam. Due to movement of non-GEO satellites, two scenarios can occur which may cause a large number of UEs to hand over to a new cell:
1. Feeder-Link switch for transparent non-GEO satellites (scenarios C1 and C2): As listed in the TR, during a feeder link switch the PCI/SSB of an entire satellite must change when transitioning from one ground-based gNB to another. This will require all UEs currently served by a satellite to handover to the new gNB.
2. Satellite change for a group of UEs in a beam steered non-GEO deployment, (scenarios C1 and D1) where the PCI/SSB is specific to a satellite: Due to movement of satellites in non-GEO deployments, once a satellite is no longer the best candidate to serve a given geographic location, an incoming satellite will take over and provide service to that area. Should the satellites be beam-steered, this change may be abrupt, and the group of UEs within that geographic area (e.g. the footprint of a beam) will need to hand-over to the incoming satellite.
A potential solution for the feeder-link switch has been incorporated in the TR where the satellite would broadcast the PCI/SSBs of multiple gNBs prior to the feeder-link switch, possibly allowing UEs sufficient time to hand over to the new gNB relying on current Rel-15 mechanisms. This solution however will not apply to scenario 2, as the physical channel will be different. For non-GEO deployments with regenerative and moving beams (scenario D2), there will be a region of overlap where the different PCI/SSBs will be visible to UEs for a certain time, however depending on constellation assumptions (i.e. speed of movement and size of overlap) as well as issues noted in section 2.1.3 there may be challenges as well. This scenario should, however, be down-prioritized. 
Observation 8:	A change of cell information (i.e. PCI/SSB change) due to satellite movement in non-GEO scenarios may result in many UEs initiating mobility procedures over a short time window.
Summary of challenges based on deployment scenario
TR 38.821 lists several possible deployment scenarios for non-terrestrial networks. Depending on the deployment scenario, certain challenges listed in section 2.1 may not apply, or may apply to a different degree (e.g. latency to mobility signaling would be a greater challenge in scenario A than scenario D2). Table 1 provides a brief summary of such challenges specific to each deployment scenario.
Table 1: Summary of challenges specific to each deployment scenario.
	Mobility Challenge
	A) GEO transparent
	B) GEO regenerative
	C1) LEO steerable transparent
	C2) LEO
moving
transparent
	D1) LEO steerable regenerative
	D2) LEO moving regenerative

	Latency to Mobility Signalling
	Yes 
(high priority)
	Yes 
(high priority)
	Yes (medium priority)
	Yes (medium priority)
	Yes 
(lower priority)
	Yes 
(lower priority)

	Measurement Validity
	Yes
	Yes
	Yes
	Yes
	Yes
	Yes

	Cell overlap and the near-far effect
	Yes
	Yes
	Yes
	Yes
	Yes
	Yes

	Frequency of Handover
	No
	No
	Yes
	Yes
	Yes
	Yes

	Dynamic neighbor cell set
	No
	No
	Depends on deployment assumptions
	Depends on deployment assumptions
	Depends on deployment assumptions
	Depends on deployment assumptions

	Handover for large number of UEs
	No
	No
	Depends on deployment assumptions
	Depends on deployment assumptions
	Depends on deployment assumptions
	Depends on deployment assumptions
(lower priority



Observation 9:	The above listed challenges in Section 2.1 may not apply to all NTN deployment scenarios or may affect different scenarios with a different priority.
Proposal 1:	RAN2 to agree that additional challenges to NTN mobility are
· Service interruption due to signaling latency
· Measurement validity due to propagation delay
· Small cell quality difference in regions of overlap
· Frequency of handover due to LEO movement and high UE speed
· Dynamic neighbor cell set due to LEO movement
· [bookmark: _GoBack]Handover for a large number of UEs
Proposal 2:	RAN2 to include the following text proposal into TR 38.821.
Conclusion
In this contribution the following observations and proposals were made on mobility for NTN:
Observation 1:	Due to large propagation delay in NTN, the cumulative delay incurred by transmission of mobility signaling can greatly increase the HO latency, leading to service interruptions.
Observation 2:	Only cell level mobility is considered from RAN2 perspective.
Observation 3:	Due to propagation delay and satellite movement, measurements triggering an A3 event may no longer be valid, possibly leading to an incorrect mobility action e.g. early/late handover and an overall reduction in handover robustness.
Observation 4:	Difference in signal strength between beam center and edge is less pronounced as compared to terrestrial systems. A3 triggered handover may be insufficient for mobility purposes in regions of beam overlap.
Observation 5:	Due to satellite movement in non-GEO deployments, frequent and unavoidable handover may result in significant signaling overhead and impact power consumption for both stationary and moving UEs. 
Observation 6:	The frequency of handover in non-GEO deployments exacerbates other challenges related to mobility, such as signaling latency, measurement validity, and cell overlap/near far effect.
Observation 7:	Due to satellite movement in non-GEO deployments, the neighboring cell set may constantly change based on implementation assumptions. This may lead to challenges when evaluating potential HO candidates and intercell mechanisms.
Observation 8:	A change of cell information (i.e. PCI/SSB change) due to satellite movement in non-GEO scenarios may result in many UEs initiating mobility procedures over a short time window.
Observation 9:	The above listed challenges in Section 2.1 may not apply to all NTN deployment scenarios or may affect different scenarios with a different priority.
Proposal 1:	RAN2 to agree that additional challenges to NTN mobility are
· Service interruption due to signaling latency
· Measurement validity due to propagation delay
· Small cell quality difference in regions of overlap
· Frequency of handover due to LEO movement and high UE speed
· Dynamic neighbor cell set due to LEO movement
· Handover for a large number of UEs
Proposal 2:	RAN2 to include the following text proposal into TR 38.821.
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Text Proposal
<Unchanged text omitted>
7.3.2     Connected Mode mobility enhancements
7.3.2.X Mobility Challenges to Non-terrestrial networks
7.3.2.X.X Latency to mobility signalling
Propagation delay in NTN systems on the Uu interface is orders of magnitude higher than terrestrial systems (e.g. up to 544 ms RTT for GEO scenarios, 28.4 ms RTT for LEO scenarios). This introduces additional latency to mobility signaling such as measurement reporting, reception of the HO command, and HO request/ACK (if the target cell originates from a different satellite). Signaling latency on the Xn interface is dependent on constellation assumptions and satellite configuration (i.e. transparent vs. regenerative) and may be transmitted directly between satellites via inter-satellite links (ISL) or via other means.
The cumulative delay incurred by transmission of the above-listed signals can greatly increase the HO latency and introduce potential service interruptions. Deployment scenarios most affected by such signaling latency are GEO (scenarios A and B), and non-GEO with a transparent configuration (scenarios C1 and C2). Beam level mobility is under the purview of RAN1, thus only cell level mobility is considered from RAN2 perspective.
Editor’s note (to be removed): 	The above text refers to Observations 1 and 2.
Editor’s note: 	FFS potential mobility enhancements.
7.3.2.X.X Measurement validity
Baseline mobility procedures in Rel-15 NR leverage such UE measurement reports, transmitted periodically, or triggered based on measurement events such as the RSRP/RSRQ of a neighboring cell becoming better than the serving cell (i.e. the A3 measurement event). The UE may then be handed over to a target cell via reception of a HO command from the NW, which contains the target cell configuration.
Extending such mechanisms to NTN introduces the risk of outdated measurements due to high propagation delay and network node movement. If there is sufficient delay between transmission of the measurement report and reception of the HO command, the measurements may no longer be valid, possibly leading to an incorrect mobility action e.g. early/late handover. 
Should handover be performed too early, there is a risk the UE will ping pong back to the original cell, and should it occur too late the UE will be camped on a sub-optimal cell. Both cases will lead to an overall reduction in handover robustness, and possible service interruption due to mobility signaling latency as described in the previous section.
Editor’s note (to be removed): 	The above text refers to Observation 3.
Editor’s note: 	    FFS potential mobility enhancements.
7.3.2.X.X Cell overlap and near-far effect in NTN
The total footprint of satellite coverage consists of multiple spot beams with typical diameters ranging from 200-1000 km in GEO deployments (scenarios A and B), and 100-500 km in LEO deployments (scenarios C1 to D2). Though estimated as hexagonal and mutually exclusive, in practical deployments there are areas of overlap at the beam edge which can be significant when compared to the terrestrial case. 
In terrestrial systems, a UE can determine it is near the edge of a cell due to the near-far effect – a clear difference in RSRP in the center of a cell as compared to cell edge. Such an effect may not be as pronounced in non-terrestrial deployments, thus the difference in signal strength between two beams in overlap region may be low.
As the Rel-15 handover mechanism is based the A3 measurement events, the UE may have difficulty distinguishing the better cell in areas of overlap. Considered in conjunction with possibly outdated measurements as elaborated on in section 7.3.2.X.X, such a scenario could lead to the UE ping-ponging back and forth between cells, and an overall reduction in handover robustness.
Editor’s note (to be removed): 	The above text refers to Observation 4.
Editor’s note: 	    FFS potential mobility enhancements.
7.3.2.X.X Frequency of handover and UE speed
Satellites in non-GEO orbits move with high speed relative to a fixed position on earth, leading to frequent and unavoidable handover for stationary UEs. As UE speeds up to 1000 km/hr are considered in NTN, depending on the direction of UE movement, the frequency of handover for moving UEs could be slightly reduced (UE movement in same direction as satellite) or be even greater (UE movement in opposite direction of satellite). 
Such frequent and unavoidable handover may result in significant signaling overhead and impact power consumption. The frequency of handover also compounds challenges related to mobility signaling latency, measurement validity, and cell overlap/near far effect elaborated on in previous sections 7.3.2.X.X – 7.3.2.X.X. 
Satellites in GEO deployments (scenarios A and B) remain approximately stationary, thus do not experience such issues for stationary UEs. Though mobile UEs still move at high speeds, due to larger cell sizes it is expected that challenges regarding handover frequency in GEO deployments should be down-prioritized.
Editor’s note (to be removed): 	The above text refers to Observations 5 and 6.
Editor’s note: 	    FFS potential mobility enhancements.
7.3.2.X.X Dynamic neighbor cell set
In non-GEO deployments (i.e. scenarios C1, C2, D1 and D2) satellites constantly move with respect to a fixed point on earth. Depending on implementation assumptions i.e. if a PCI/SSB combination is specific to a satellite, the neighboring cell set may constantly change for both stationary and moving UEs. As noted in [16], such variation may have several implications to the UE, specifically:
· When evaluating potential HO candidates, consideration should be given to whether the candidate cell(s) remain valid and for how long.
· Intercell mechanisms (e.g. when interference coordination schemes are deployed) require frequent adjustment.
Editor’s note (to be removed): 	The above text refers to Observation 7.
Editor’s note: 	    FFS potential mobility enhancements.
7.3.2.X.X Handover for a large number of UEs
Considering the large cell size of non-terrestrial networks regardless of deployment, a potentially very large number of devices may be served within a single beam. Due to movement of non-GEO satellites, two scenarios can occur which may cause a large number of UEs to hand over to a new cell:
1. Feeder-Link switch for transparent non-GEO satellites (scenarios C1 and C2): As listed in the TR, during a feeder link switch the PCI/SSB of an entire satellite must change when transitioning from one ground-based gNB to another. This will require all UEs currently served by a satellite to handover to the new gNB.
2. Satellite change for a group of UEs in a beam steered non-GEO deployment, (scenarios C1 and D1) where the PCI/SSB is specific to a satellite: Due to movement of satellites in non-GEO deployments, once a satellite is no longer the best candidate to serve a given geographic location, an incoming satellite will take over and provide service to that area. Should the satellites be beam-steered, this change may be abrupt, and the group of UEs within that geographic area (e.g. the footprint of a beam) will need to hand-over to the incoming satellite.
A potential solution for the feeder-link switch has been incorporated in the TR where the satellite would broadcast the PCI/SSBs of multiple gNBs prior to the feeder-link switch, possibly allowing UEs sufficient time to hand over to the new gNB relying on current Rel-15 mechanisms. This solution however will not apply to scenario 2, as the physical channel will be different. For non-GEO deployments with regenerative and moving beams (scenario D2), there will be a region of overlap where the different PCI/SSBs will be visible to UEs for a certain time, however depending on constellation assumptions (i.e. speed of movement and size of overlap) as well as issues noted in section 2.1.3 there may be challenges as well. This scenario should, however, be down-prioritized. 
Editor’s note (to be removed): 	The above text refers to Observation 8.
Editor’s note: 	    FFS potential mobility enhancements.
7.3.2.X.X Summary of challenges based on deployment scenario
TR 38.821 lists several possible deployment scenarios for non-terrestrial networks. Depending on the deployment scenario, certain challenges listed in section 2.1 may not apply, or may apply to a different degree (e.g. latency to mobility signaling would be a greater challenge in scenario A than scenario D2). Table 1 provides a brief summary of such challenges specific to each deployment scenario.
Table 1: Summary of challenges specific to each deployment scenario.
	Mobility Challenge
	A) GEO transparent
	B) GEO regenerative
	C1) LEO steerable transparent
	C2) LEO
moving
transparent
	D1) LEO steerable regenerative
	D2) LEO moving regenerative

	Latency to Mobility Signalling
	Yes 
(high priority)
	Yes 
(high priority)
	Yes (medium priority)
	Yes (medium priority)
	Yes 
(lower priority)
	Yes 
(lower priority)

	Measurement Validity
	Yes
	Yes
	Yes
	Yes
	Yes
	Yes

	Cell overlap and the near-far effect
	Yes
	Yes
	Yes
	Yes
	Yes
	Yes

	Frequency of Handover
	No
	No
	Yes
	Yes
	Yes
	Yes

	Dynamic neighbor cell set
	No
	No
	Depends on deployment assumptions
	Depends on deployment assumptions
	Depends on deployment assumptions
	Depends on deployment assumptions

	Handover for large number of UEs
	No
	No
	Depends on deployment assumptions
	Depends on deployment assumptions
	Depends on deployment assumptions
	Depends on deployment assumptions
(lower priority



<End of Text Proposal>

Appendix: Summary of NTN Mobility agreements 
· RAN2#103bis [2]
· Impacts to study for CP: Mobility
· RAN2#104 [3]
· Satellite beams, satellites or satellite cells are not considered to be visible from UE perspective in NTN SI.  This does not preclude differentiating at the PLMN level the type of network (e.g. NTN vs. terrestrial).  This is up to SA2.  
· Revision of definition of satellite cell in TR 38.821, refer to satellite beam.
· Association between NR PCI and NR SSBs is left to implementation.
· Rel-15 definitions are used as baseline in NTN.
· One or multiple SSBs per PCI are considered in NTN SI.
· Details of satellite ephemeris can be captured in TR.
· RAN2#105 [4]
· Observations from email discussion [104#54] [5] are to be captured in the TR.
· UE location and satellite ephemeris information would be beneficial
· TR will capture characteristics of the measurement variations in satellite systems
· NTN specific aspects related to CHO can be studied in RAN2#106 meeting
· RAN2#105bis [6]
· NTN should support both UEs supporting GNSS based positioning methods and UE not supporting GNSS based positioning methods
· The use of satellite ephemeris, time and UE location can be used in RAN for mobility purposes in NTN

Analysis of Service Interruption Time [19]
Given that the propagation delay is very large for GEO scenario, the delay of the handover procedure should be investigated. 
By looking at the Figure 1 we can estimate the service interruption time. The service interruption time is defined in TR 36.881 by the time between when the UE stops transmission/reception with the source gNB and the time when target gNB resumes transmission/reception. In NR this can be defined as the time from network sending RRCReconfiguration with sync (Step 1) until the target gNB receives the RRCReconfiguration Complete (Step 3). By not considering such times such as RRC processing and UE retuning its frequency circuits(which is small in relation to the RTT), we can simplify the service interruption time to:
1 RTT + Switch to new cell
This time heavily depends on the time that it takes for the UE to connect to the new cell. Taking Rel-15 NR as baseline, the procedure that would be used is 4-step RACH which would take at least 2 RTTs. The total time for the handover would be 3 RTTs. 
The interruption time is however different depending on uplink or the downlink. For the downlink the interruption time would be 3 RTTs, since the gNB cannot send more data after step 1, but in the uplink, the UE can potentially continue sending data to the source gNB until RRCReconfiguration with sync is received, which would mean that the interruption time is 2,5 RTT. In the mobility enhancement WI, several solutions are currently discussed to reduce the interruption due to switching to the new cell, but for Rel-15 the interruption is at least 2.5 RTTs.  

Analysis of Control Plane signalling latency [20]


Figure x1: RRC Connection setup procedure
According to the worst case(GEO transparent payload), even if we ignore the latency for RRC message processing and NGAP signalling transfer, the total latency could be up to 2970 ms (11*270ms). 
If the UE is kept in the RRC_INACTIVE, the signalling procedure would be quite different as shown below:

  
Figure x2: RRC Connection setup procedure
The connection resume procedure requires more than 3 round-trips between gNB and UE and additional 2 number of round-trips on Xn if the UE resume from different gNB before data is transferred by multiplexing with RRCResumeComplete message.  Even if we ignore the latency for RRC message processing and NGAP signalling transfer, this means the total latency could be up to 1890 ms (7*270ms) if Xn latency is ignored. 
The total CP latency for both IDLE and INACTIVE mode would be very large comparing with terrestrial network and should be optimized.
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