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1 Introduction
In last RAN2#105 meeting, we agreed the following:
Alternate Routes and/or Dual Connectivity (if agreed) could be utilised at recovery at a failure of a BH link. 

For route redundancy, two directions i.e., alternate routes or dual connectivity or its combination could be used for the failure recovery at BH link. In this paper, we discuss on this issue.
2. Necessity of route redundancy
Handling IAB node failure is important because the root of IAB system is the relay of the traffic. Single point of failure needs to be avoided, otherwise the descendant IAB nodes and its accessing UE could be widely interrupted. So there could be two ways of preventing this which could be in parallel. One is the design to be failure proof where failure itself seldom happens. The other one is that to be fast recovery from the failure once failure happens. Let’s restrict to the radio link failure (RLF) on BH link. 
During SI, this importance of failure is also recognized from the most of companies, so there are the ideas on multiple connected IAB node in the here and there of TR. This seems natural. Let’s restrict the number of connection for the data path to 2 as maximum, since there is no need of more connection practically.
Proposal 1. RAN2 agrees that an intermediate IAB node can have the maximum two connections with distinctive two nodes for backhauling.
Please note that here the node in “two nodes” means normal gNB or eNB which has its RRC stack in it not DU part i.e., other IAB intermediate parent node.

We first have to check whether “always” this multi connection is possible for “all” the intermediate IAB nodes or not. In practical deployment scenario, there is no guarantee that always multiple links are possible to every intermediate IAB nodes. The reason might be spatial restriction or some economic restriction or temporal failure of other link etc for deploying the nodes. Therefore, the basic direction for backhaul link failure handling could be categorized as the single connection and multiple connections cases. 
Observation 1. Backhaul link failure handling at an Intermediate IAB node could be considered separately for the single connection case and multiple connection case.

We first have to restrict the usage of this multiple connections, since there are much freedom on whether these connections are fairly used as the data path without distinction of backup connection, or one dedicated connection is just used for the backup connection. 
If we use the both connection as data path at the same time without distinction of dedicated backup connection, we need additional effort to specify how to split the data to each direction, how to route each packet, how to manage the topology due to the possibility of circulation path and so on. Contrary to this, having one data path and one dedicated backup connection can make the problem simple. We only consider the single data path for normal operation and topology management, and backup connection will be operating only this data path has broken. We need to restrict the freedom. Assume that dedicated back path is only used for control signalling to indicate the data path link failure.
Observation 2. For simple operation and minimizing the specification effort, using the single data path (connection) and the dedicated backup path (connection) are better than both paths are fairly used. 
Based on above observation2, if intermediate IAB node has two connections, it is easy to split the purpose of the link into the data path and control path for recovery. However, there also could be a single connection to the node in some cases as shown in observation 1. In this case, there is no choice but to have data path and control path on the same single connection. 
 
Proposal 2. RAN2 agrees that there is only one data path at a time in the IAB topology point of view.
Proposal 2-1. RAN2 agrees that when two connections are possible, the intermediate IAB node has a single data path (connection) and the dedicated backup path (connection) on each connection with the assumption that dedicated backup path is only used for control signalling to indicate the data path link failure to the IAB donor.
Proposal 2-2. RAN2 agrees that when only single connection is possible, the intermediate IAB node has a data path and dedicated backup path on that single connection
3. Procedural point of view on dealing with two/one connection(s)
As indicated in the introduction part, there could be two ways of operating 2 connections in IAB, i.e., using dual connectivity mechanism or using other mechanism to use alternative route. In our understanding, using dual connectivity mechanism has the merit to minimize the specification effort since already necessary operations are made before as in NSA or MR-DC. We can just adopt those behaviours. Otherwise, we need tons of time to discuss and make consensus on this new mechanism.
Observation 3. Using Dual connectivity mechanism for operation of two connections at intermediate IAB node can save the time and effort to make specification.
Moreover, IAB WI requires to support for NSA, SA, NR-NR DC. Therefore it is straightforward to adopt the DC mechanism. However, the scope of DC adoption is currently thought to be for mainly route redundancy at least in this paper. Further we need to study on the DC impacts to other aspects of IAB operation. 
Proposal 3. RAN2 adopts the dual connectivity mechanism at recovery at the backhaul link failure when the intermediate IAB node has two connections.

Since currently there is only SCGFailure handling procedure not MCGFailure, the SCG connection is regarded as the main data path whereas the MCG connection is regarded as the dedicated backup path for handling backhaul link failure. This is easily realized by the network implementation in current DC mechanism. Moreover, using SCG link as the main data path is well matched to the various DC version. For the main data path, NR with FR2 is considered and NSA, NR-NR DC can have NR with FR2 on its SCG part. 
Observation 4. Using SCG link as the main data path and MCG link as the dedicated backup path has no problem on DC operation.
Observation 5. Using SCG link as the main data path and MCG link as the dedicated backup path is well matched with various version of DC in terms of data path on NR FR2. 

Proposal 4. RAN2 adopts that using SCG link as the main data path and MCG link as the dedicated backup path for the backhaul link failure handling.

4. Conclusions 

Based on the above discussions, we have the following proposals:
Proposal 1. RAN2 agrees that an intermediate IAB node can have the maximum two connections with distinctive two nodes for backhauling.
Proposal 2. RAN2 agrees that there is only one data path at a time in the IAB topology point of view.
Proposal 2-1. RAN2 agrees that when two connections are possible, the intermediate IAB node has a single data path (connection) and the dedicated backup path (connection) on each connection with the assumption that dedicated backup path is only used for control signalling to indicate the data path link failure to the IAB donor.
Proposal 2-2. RAN2 agrees that when only single connection is possible, the intermediate IAB node has a data path and dedicated backup path on that single connection
Proposal 3. RAN2 adopts the dual connectivity mechanism at recovery at the backhaul link failure when the intermediate IAB node has two connections.
Proposal 4. RAN2 adopts that using SCG link as the main data path and MCG link as the dedicated backup path for the backhaul link failure handling.

