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1.
Introduction
In Rel-15, the issue of shared HARQ process#0 in coexistence of CG and Msg3 was discussed but no consensus reached. With the introduction of intra-UE prioritization, shared HARQ process between CG and DG becomes another issue to be resolved when eMBB and URLLC multiplexing from the UE side. In this contribution, we intend to identify the issue of HARQ process collision between CG and DG as supplementary of intra-UE prioritization.
2. Discussion
According to the discussions on HARQ ID determination of CG, the common understanding is captured in the following LS to RAN1 [1], 

In addition, RAN2 would like to stress that the motivation to have an HARQ process ID offset for each configuration is to have a separate and non-overlapping HARQ process pool for each configuration when multiple UL CG or DL SPS configurations are configured.
Basically the UE shall determine the HARQ ID associated with the CG occasion similar to Rel-15 and the difference is an HARQ process ID offset for each configuration shall be introduced to distinguish the HARQ ID among different configurations. Take LTE HRLLC formula as example, we can see that the HARQ process ID of CG is shared with DG with the number between 0 and numberOfConfUlSPS-Processes. In case of multiple CG configurations intended for URLLC, more HARQ processes shall be occupied by CG, which means that the DG has to use the shared HARQ process for scheduling eMBB
HARQ Process ID = [floor(CURRENT_TTI/semiPersistSchedIntervalUL)] modulo numberOfConfUlSPS-Processes + harq-ProcID-offset
Observation 1: In case of multiple CG configurations, more HARQ processes will be occupied by CG, and DG may have to use the shared HARQ process with eMBB data transmission.
According to the current specification, when the identified HARQ process of DG is configured for a configured grant, the ConfiguredGrantTimer shall be started to prohibit the MAC PDU from overriding the MAC PDU of the DG. As illustrated in the figure 1, when DG with HARQ ID#1 intended for eMBB traffic is received, the ConfiguredGrantTimer shall be started and during the period of the timer, the CG with HARQ ID#1 will be ignored, i.e CG with the HARQ process 1 is locked. When URLLC traffic arrives during the period, the UE has to wait for the unlocked CG, e.g. with HARQ process 2, for the URLLC transmission. The worst case is if all the other CGs are locked, the UE has no choice but wait for the expiry of the ConfiguredGrantTimer, i.e. CG with HARQ ID#1 is unlocked again, which cause unacceptable latency for URLLC.
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Figure 1. HARQ ID sharing among CG and DG
Observation 2: When the HARQ process configured for CG is occupied by a DG for eMBB, the URLLC traffic has to wait for a CG with another available HARQ process, which introduces additional delay.
Provided the above issue is also valid in eMBB and URLLC multiplexing case, we observe some commonality between HARQ process collision and physical resource collision, i.e. CG/DG intra-UE prioritization, as only one MAC PDU can be transmitted and URLLC should prioritize the eMBB traffic. Therefore, the same intention should be applied to the HARQ process collision case in a same sense. More specifically, if URLLC arrives close to the locked HARQ process, the CG should prioritize the DG with lower priority data using the same HARQ process according to the prioritization rule.
In order to ensure the transmission of CG with higher priority data, it is straightforward to re-consider the CG handing of the same HARQ process, which is relevant to the ConfiguredGrantTimer. Basically, the UE may be entitled to ignore the timer if higher priority data arrives or the start condition of the timer shall be re-designed to allow the prioritized CG overriding the TB in the HARQ buffer. 
Proposal 1: To allow the prioritized CG to override the TB stored in the same HARQ process even if configuredGrantTimer is running.
Regarding the flushed MAC PDU due to HARQ process prioritization, as there is only one HARQ buffer associated with one HARQ process, we observe the difficult to resolve the issue with a unified solution of intra-UE prioritization. We suggest RAN2 for a discussion on the necessity of fixing the issue and how to fix it.
Proposal 2: RAN2 discuss the necessity of handling the flushed MAC PDU in case of HARQ process collision.
3. Conclusion
In this contribution, we identified the issue of HARQ process collision between CG and DG and propose to prioritize CG over DG in consistence with intra-UE prioritization.

Observation 1: In case of multiple CG configurations, more HARQ processes will be occupied by CG, and DG may have to use the shared HARQ process with eMBB data transmission.

Observation 2: When the HARQ process configured for CG is occupied by a DG for eMBB, the URLLC traffic has to wait for a CG with another available HARQ process, which introduces additional delay.

Proposal 1: To allow the prioritized CG to override the TB stored in the same HARQ process even if configuredGrantTimer is running.

Proposal 2: RAN2 discuss the necessity of handling the flushed MAC PDU in case of HARQ process collision.
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