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1 Introduction
In the last RAN2#105bis meeting, we have made some agreements on MCG failure recovery [1]. 

Agreements for MCG fast recovery:

0
MCG fast recovery targets all MRDC architecture options

1:
When MCG failure occurs, UE follows SCG failure-like procedure:

i.
UE does not trigger RRC connection re-establishment. 

ii.
UE triggers an MCG failure procedure in which a failure information message is transmitted to the network via SCG.

2: 
MCG fast recovery targets the following use cases MCG leg RLF

FFS: Other uses cases. Can consider in future whether the mechanism can be also be applied in the case of other MCG failures. 

3
MCG fast recovery can only be triggered after AS security has been activated and the SRB2 and at least one DRB have been setup 

4
MCG failure indication should include:

i.
Available measurement results of MCG

ii.
MCG link failure cause

iii.
Available measurement results of SCG

iv.
Available measurement results of non-serving cells

5: 
For MCG failure indication, new RRC message in introduced, e.g. MCGFailureInformation.
6: 
SCG leg of the split SRB1 can be used for MCG fast recovery. 

FFS: If configured, SRB3 can be used for MCG fast recovery. Priority is to complete the solution based on split SRB1

7:
New SRB is not introduced for MCG fast recovery.
It was agreed that SCG leg of the split SRB1 can be used for MCG fast recovery. In this contribution, we will try to discuss the framework of MCG failure recovery via split SRB1, and give the specification impact to support MCG failure recovery via split SRB1.
2 Discussion
2.1 Fast MCG recovery procedure
Since it was agreed that MCG leg RLF will be supported for MCG fast recovery, and other use cases needs FFS. As shown in figure 1, we can take MCG leg RLF as an example, the basic signalling flow for MCG failure recovery via split SRB1 is given. 

1. The UE will monitor the MCG leg. If it detects a MCG leg RLF, instead of triggering RRC re-establishment procedure, UE should trigger MCG failure recovery failure. To be specific, UE shall:
i. suspend all MCG DRBs and suspend MCG RLC bearer;

ii. set primaryPath of split SRB1 to SCG; 

iii. reset MCG-MAC;





iv. stop T304, if running;

v. UE generate a MCGFailureInformation message, and transmit it to the SN RLC via SCG leg of the split 

SRB1.
2. The SN RLC receives MCGFailureInformation message, and forwards it to MN PDCP via split SRB1.

3. The MN RRC receives MCGFailureInformation message from MN PDCP, decides how to recovery the UE’s MCG leg. If the MN needs to send the RRC message to the UE, MN RRC should transmit the RRC message to the MN PDCP and then MN PDCP transmits it to the SN RLC via split SBR1.

4. The SN receives the MN RRC message, then forwards it to the UE via SCG leg of the split SRB1.

5. The UE receives the MN RRC message via Split SRB1 in a reverse way, and apply the configuration, in order to recovery the MCG leg.
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Figure 1. Basic signalling flow for MCG failure recovery via split SRB1

Proposal 1: upon initiating fast MCG recovery procedure via split SRB1, the UE shall:
-
suspend all MCG DRBs and suspend MCG RLC bearer;

-
set primaryPath of split SRB1 to SCG; 

-
reset MCG-MAC;





-
stop T304, if running;

-
generate the MCGFailureInformation message and start to transmit it;
The above procedure in quite similar to the MCG recovery via SRB3. The difference mainly lies in how the SN forwards the MCGFailureInformation to the MN. For fast MCG recovery via split SRB1 case, SN RLC forwards the MCGFailureInformation to MN PDCP. However, for split SRB1 case there are some details needs further considerations.

· Issue 1: In step 1 v, how does the UE generate the MCGFailureInformation, e.g. which RRC entity to use, MN RRC or SN RRC. Noted in this paper, in UE side, the RRC terminated in MN called as MN RRC, and the RRC terminated in SN called as SN RRC.

· Issue 2: In step 4, how does the MN send the MN RRC message to the UE via split SRB1, e.g. using a legacy RRC message or a new message. 

It was agreed on the last meeting that MCG failure indication should include MCG failure cause in addition to available measurement results of MCG, SCG and no-serving cells. For issue 1, since MCG failure cases should be detected on MCG leg by MCG protocol layers, at least the failure types should be generated by MN RRC. Then the question is which specification to define the MCGFailureInformation including failure type and measurement results, MN RRC specification or SN RRC specification. There are two options:
· Option 1 is to define it in MN RRC specification, and the UE MN RRC generate the whole message, and sends it to UE MN PDCP and then forwards it to SN RLC via split SRB1. The UE MN RRC generating the whole RRC message and sending it via split SRB1 is a straightforward way. 
· Option 2 is to define it in SN RRC specification, and the UE MN RRC generate the failure type, then sends failure type to SN RRC. The UE SN RRC generate the whole message, and then send it back to UE MN RRC. 
Obviously option 2 needs UE MN RRC and UE SN RRC to transmit back and forth. This could be quite inconvenient and unnecessary. So we can propose that MCGFailureInformation should be defined and generated in UE MN RRC.
Proposal 2: In the case of fast MCG recovery via split SRB1, the MCGFailureInformation message needs to be defined and generated in UE MN RRC.
For issue 2, RAN2 has not specially discussed how MN handle MCG failure. Our understanding is that MN at least can trigger inter-cell HO or inter-node HO in case of Source PCell link quality is degraded, and a better cell is found, or MN can just trigger RRC release or redirection. In this case, an RRCReconfiguration (with reconfigwithsyn) or RRCRelease message is needed to be sent to the UE. After UE receives it, UE will apply the configuration in the RRCReconfiguration (with reconfigwithsyn) or RRCRelease message. Afterwards the UE should send SN RRCReconfigurationComplete message to SN and SN forwards it to MN via split SRB1. Figure 2 illustrates a case of MCG failure recovery via master node to eNB/gNB change procedure(section 10.8 in 37.340[2]), which is quite similar to HO. 
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Figure 2. fast MCG recovery via master node to eNB/gNB change.
Proposal 3: MN can reconfigure the UE based on the received MCGFailureInformation and send the RRCReconfiguration message or RRCRelease to the UE via split SRB1.
2.2 Failure cases
Below we’ll discuss some failure cases which could be extended to be applied in MCG failure recovery via split SRB1. 
In current specification, MCG link failure include: 

· Radio link failure of the MCG

· Re-configuration with sync failure of the MCG

· Mobility from NR failure

· Integrity check failure indication from lower layers concerning SRB1 or SRB2, except if the integrity check failure is detected on the RRCReestablishment message; or

· RRC connection reconfiguration failure
It was agreed at last meeting that MCG fast recovery targets the following use cases MCG leg RLF. But according to the recent email discussion [3], Re-configuration with sync failure of the MCG and mobility from NR failure were agreed to trigger MCG fast recovery by most companies. So we discuss further the last two failure cases in this contribution.  
Integrity check failure concerning SRB1 or SRB2
In our understanding, the IP check failure maybe caused by two reasons. One is PDCP COUNT is asynchronous between network and UE. The other one is due to attacker’s injection or interference. For SRB, the case of PDCP COUNT mismatch happens rarely. Then the main reason is attacker between UE and network. Regarding split SRB, for DL, it’s network implementation to choose which RLC bearer to transmit the RRC message, i.e. MCG RLC bearer or SCG RLC bearer. And even more, the network can transmit duplication PDCP PDU of the RRC message via both of the RLC bearers. Considering fast MCG recovery is attempt to report MCG failure via SCG, if IP check failure on SRB can be supported, it means the UE should first confirm that SCG is secure, and the IP check failure is due to MCG, or vice versa where it should be SCG failure reported via MCG. 

Observation 1: In case of IP check failure on SRB, fast MCG failure recovery via SCG can be supported only if UE can confirm that SCG is secure and IP check failure is due to MCG. 

Based on current NR PDCP specification, the UE receives a PDCP PDU, it will judge whether the SN is in the receiving window, and then perform IP check. In case check failure, upper layer will be informed, while in case of check success, the receiving window will be shifted, and next PDCP PDU can be processed. We can see currently PDCP will not recognize or report the PDCP PDU leading to IP check failure is from which RLC bearer. In order to achieve the condition indicated in observation 1, the PDCP needed to be enhanced to remember which path the PDCP PDU is from, and inform it to upper layer in case of IP check failure on SRB. And if the IP check failure happens on PDCP PDU from MCG RLC bearer, the UE can report it in MCG failure report sending via SCG, e.g. split SRB1 SCG RLC bearer, or SRB3. Else if the IP check failure happens on PDCP PDU from SCG RLC bearer, the UE can report it in SCG failure report sending via MCG.

Observation 2: NR PDCP behaviour needs to be enhanced to remember and report which RLC bearer the IP check failed PDCP PDU from, in order to support fast MCG failure recovery via SCG for IP check failure on SRB.
Considering currently UE can only trigger RRC reestablishment in case of IP check failure on SRB1/2 even due to some simple interference from an attacker, the overhead may be too much. Therefore, we prefer to support fast recovery for IP check failure, although it needs some standardization effort. 

Proposal 1: To support MCG fast recovery in case of IP check failure via split SRB1 on SRB.
RRC connection reconfiguration failure
As several companies indicated, since the joint failure is used for RRC reconfiguration failure in R15, UE should not report MCG failure via SCG, in case of the reconfiguration failure is due to the failure of SN reconfiguration part. In this case, the truth is that the MCG part is ok, and it’s a similar reconfiguration failure on reconfiguration message received via SRB3. Then a better solution is to introduce the separate failure to handling RRC reconfiguration carrying MN reconfiguration part or SN reconfiguration part or both. Then if the failure is due to MN part, the MCG failure report via SCG can be used, and else if the failure is due to SN part, the SCG failure report via MCG can be support, else if both parts fail, UE initiates RRC reestablishment procedure.

Proposal 2: Separate failure for reconfiguration message received via SRB1 should be supported, based on which MN part reconfiguration failure can be supported by fast MCG failure recovery via SCG, and SN part reconfiguration failure can be reported in SCG failure message sent to MN.
3 Conclusion

This paper mainly discusses issues on MCG failure recovery via split SRB1, in addition to failure cases could be extend to be applied to MCG failure recovery via split SRB1. Based on the previous sections we made the following observations and proposals:
Proposal 1: upon initiating fast MCG recovery procedure via split SRB1, the UE shall:
-
suspend all MCG DRBs and suspend MCG RLC bearer;

-
set primaryPath of split SRB1 to SCG; 

-
reset MCG-MAC;





-
stop T304, if running;

-
generate the MCGFailureInformation message and start to transmit it;
Proposal 2: In case of fast MCG recovery via split SRB1, the MCGFailureInformation message needs to be defined and generated in UE MN RRC.
Proposal 3: In case of fast MCG recovery via split SRB1, MN can reconfigure the UE based on the received MCGFailureInformation and send the RRCReconfiguration message or RRCRelease to the UE via split SRB1.

Proposal 4: To support MCG fast recovery via split SRB1 in case of IP check failure on SRB2.
Proposal 5: Separate failure for reconfiguration message received via SRB1 should be supported, based on which MN part reconfiguration failure can be supported by fast MCG failure recovery via SCG, and SN part reconfiguration failure can be reported in SCG failure message sent to MN.
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