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1. Introduction

In the last RAN2 #105bis meeting [1], support “short” SPS periodicities has been discussed, and the following agreements were made:
	· Will support “short” SPS periodicities, at least down to 0.5ms

· Ask R1 on feasibility, and additionally the feasibility to go down to even lower values, e.g. 2 symb.  


Most discussions at the meeting focused on whether SPS period < 0.5 ms should be supported. However, considering various TSC applications with a large range of periodicities of data packets, it is beneficial to support more flexible periodicities for CG/SPS and to keep pre-configured transmission resources and TSC traffic patterns aligned. In this paper, we propose to support integer multiple of one slot for CG/SPS, and discuss one misalignment issue caused by a periodicity that is not integer divisor of 10240ms.
2. Discussion

2.1 More SPS/CG resource periodicities
As described in TR 38.825 [2], the periodicity of TSN data packets depends on the specific application and in majority of the use cases, it is not possible to modify it. From TR 22.804 [3], applications in different use cases will generate packets with different range of periodicities/cycle times. Taking the use cases described in section 5.3.6.6 and 5.3.7.6 of [3] as examples, their potential requirements are shown in table 1 and table 2 respectively. Table 1 shows that, in Factories of the Future 6.4, messages are generated with cycle time of 12 ms. In Table 2, for different use cases in Factories of the Future 7.1, messages are generated with different period ranges. For example, periods of packets generated for machine control will be within the range of 1 ms to 10 ms, and periods of packets generated for standard mobile robot operation and traffic management will be within the range of 40 ms to 500 ms.
Table 1 

	5.3.6.6
Potential requirements

Reference number

Requirement text

Application / transport

Comment

Factories of the Future 6.4

The 5G system shall support a cyclic data communication service characterised by at least the following parameters (e.g., for mobile cranes, mobile concrete pumps, fixed portal cranes, etc.):

Cycle time of Tcycle = 12 ms 

Jitter < 50% of cycle time

Data packet size 40 byte to 250 byte

Typical work space: 40 m x 60 m

Max. workspace: 200 m x 300 m

Parallel active safety services: 2 in a workspace

T




Table 2
	5.3.7.6
Potential requirements

Reference number

Requirement text

Application / transport

Comment

Factories of the Future 7.1

The 5G system shall support a cyclic data communication service, characterised by at least the following parameters:

Cycle time of 

1 ms for precise cooperative robotic motion control

1 ms to 10 ms for machine control 

10 ms to 50 ms for cooperative driving

10 ms to 100 ms for video operated remote control

40 ms to 500 ms for standard mobile robot operation and traffic management
Jitter < 50% of cycle time

Communication service availability > 99,9999%

Max. number of mobile robots: 100

A

The size of messages at the application layer are 15kbyte to 150 kbyte for video frames in video-operated remote control. The size of all other messages in all use cases, e.g., control messages to an actuator, is 40 byte to 250 byte.




One purpose of introducing CG/SPS is to keep the configured periodical resources being aligned with the traffic pattern of a service, in order to satisfy the service’s performance requirement (e.g. on latency and reliability). In this section, we take CG for uplink TSC traffic as examples. If the periodicity of CG is shorter than the periodicity of packets generated by the service, a proportion of CG resources may be wasted, which will cause resource inefficiency. On the contrary, if the periodicity of CG is larger than that of packets, there is a risk that the performance requirement of the service can’t be fulfilled since some packets will have to wait for a longer time before an appropriate resource arrives. It is most beneficial to configure the periodicity of CG as close as possible to the specific cycle time of the service. In NR R15, only some discrete periodicities of CG are supported as below, excerpted from TS 38.331 [4]. 
	periodicity
Periodicity for UL transmission without UL grant for type 1 and type 2 (see TS 38.321 [3], clause 5.8.2).

The following periodicities are supported depending on the configured subcarrier spacing [symbols]:

15kHz: 




2, 7, n*14, where n={1, 2, 4, 5, 8, 10, 16, 20, 32, 40, 64, 80, 128, 160, 320, 640}

30kHz: 




2, 7, n*14, where n={1, 2, 4, 5, 8, 10, 16, 20, 32, 40, 64, 80, 128, 160, 256, 320, 640, 1280}

60kHz with normal CP: 
2, 7, n*14, where n={1, 2, 4, 5, 8, 10, 16, 20, 32, 40, 64, 80, 128, 160, 256, 320, 512, 640, 1280, 2560}

60kHz with ECP: 


2, 6, n*12, where n={1, 2, 4, 5, 8, 10, 16, 20, 32, 40, 64, 80, 128, 160, 256, 320, 512, 640, 1280, 2560}

120kHz: 




2, 7, n*14, where n={1, 2, 4, 5, 8, 10, 16, 20, 32, 40, 64, 80, 128, 160, 256, 320, 512, 640, 1024, 1280, 2560, 5120}


These discrete periodicity values are not enough for various TSC services. We think more flexible periodicities should be supported for CG/SPS, at least including 12 ms required by Factories of the Future 6.4. As shown in Factories of the Future 7.1, the periodicity of packets generated by TSC services may range from 1 ms to 500 ms. In order to better keep configured resources aligning with TSC traffic patterns, we propose that CG/SPS periodicities of any integer-multiple of one slot below a maximum value should also be supported, which means for periodicity of ‘n*14’ symbols, ‘n’ can be any integer values below a maximum value. 

Proposal 1: More periodicities should be supported for CG/SPS, such as any integer-multiple of one slot while below a maximum value.
2.2 When SPS/CG periodicity is non-integer divisor of 10240 ms

When a CG is configured and activated, the MAC entity will derive where in time domain uplink CG occasions will occur, based on the equations defined in section 5.8.2 of TS 38.321 [5]. For a CG type 1, the exact equation is as follows:

	After an uplink grant is configured for a Configured Grant Type 1, the MAC entity shall consider that the uplink grant recurs associated with each symbol for which:

[(SFN × numberOfSlotsPerFrame × numberOfSymbolsPerSlot) + (slot number in the frame × numberOfSymbolsPerSlot) + symbol number in the slot] =
 (timeDomainOffset × numberOfSymbolsPerSlot + S + N × periodicity) modulo (1024 × numberOfSlotsPerFrame × numberOfSymbolsPerSlot), for all N >= 0.


SFNs are sequentially numbered with 0 to 1023, and then wrap around to number 0. We can name the time duration from the first subframe of SFN 0 to the last subframe of SFN 1023 as a SFN cycle, which contains 1024 SFNs or is 10240 ms long. On the right hand side of the above equation, ‘1024 × numberOfSlotsPerFrame × numberOfSymbolsPerSlot’ equals a SFN cycle. Based on the equation, we can find the derived transmission opportunities in one SFN cycle are identical with those in other SFN cycles. Take the following Fig.1 as an example, when a CG with periodicity 10 ms is activated, MAC derives that transmission opportunities in a SFN cycle recur at SFN=0, 1, 2… 1023. Then in the each later SFN cycle, transmission opportunities will also recur at SFN=0, 1, 2… etc.

Besides, all supported periodicities in NR R15 are integer divisor of 10240 ms. The time interval between any two adjacent uplink CGs equals to the periodicity, including the time interval between the grant just before SFN wraps around and the grant just after SFN wraps around.


[image: image1.emf]SFN=0 SFN=1

SFN=1023

SFN=2

… ...

SFN=0 SFN=1

CG with periodicity 10 ms


Fig.1 positions of transmission opportunities
Observation 1: In NR R15, all supported periodicities of CG are integer divisor of 10240ms, and the time interval between any two adjacent uplink CGs equals to the periodicity.

When considering more CG periodicities in R16, there may exist periodicity values that aren’t integer divisor of 10240 ms, such as 12 ms. For a CG configured with such periodicity, if we still rely on the R15 equation to derive transmission opportunities in each SFN cycle, and deem positions of transmission opportunities in different SFN cycles are identical, there may be a problem that transmission opportunities will misalign with the TSC traffic when SFN wraps around. 

Take the following Fig.2 as an example. To support a TSC service generating packets with periodicity=12 ms, a CG with periodicity=12 ms is configured and activated. MAC derives that transmission opportunities in the first SFN cycle recur at SFN=0, subframe #2 of SFN=1, subframe #4 of SFN=2… subframe #6 of SFN 1023. In the first SFN cycle, the transmission opportunities align with the TSC service. When SFN wraps around and in the second SFN cycle, the transmission opportunities will also recur at SFN=0, subframe #2 of SFN=1 and so on. Thus, the time interval between the grant just before SFN wraps around and the grant just after SFN wraps around is not equal to the TSC periodicity. This will cause that in the second SFN cycle, the transmission opportunities misalign with the TSC service. 
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Fig.2 configured resources misalign with TSC traffic when SFN wraps around
Observation 2: If a CG periodicity that is not integer divisor of 10240 ms is configured, the derived transmission opportunities based on the R15 equations may misalign with the TSC traffic when SFN wraps around.

This misalignment cannot be ignored if the TSC service is latency critical, e.g. URLLC service. As shown in Fig.2, each packet arrives during the second SFN cycle has to wait as long as 4 ms for an appropriate uplink CG, which brings an unnecessary latency. A straight way to eliminate this latency is to rely on re-configuration/re-activation method. For a CG type 1, each time when SFN wraps around, a RRC reconfiguration message can be used to adjust the CG resources in the new SFN cycle. Similarly, for a CG type 2, a re-activation DCI command can be used to adjust the configured resources when SFN wraps around. However, the signalling overhead of this re-configuration/re-activation method can be significant. Considering a situation where a serving cell serves tens of TSC UEs, and each UE is configured with multiple active CGs with flexible periodicities, up to hundreds of RRC re-configuration messages or DCI re-activation commands need to be simultaneously sent to all involved UEs for CG adjustment each time when SFN wraps around. This adjustment should be repeated each 10240 mini-seconds.

Observation 3: When relying on re-configuration/re-activation method, the signalling overhead is significant since multiple re-configuration/re-activation commands should be sent to all involved UEs each time when SFN wraps around.

The above issues also exist for SPS configured with a periodicity that is not integer divisor of 10240 ms. In order to eliminate the misalignment caused by supporting flexible CG/SPS periodicities, some approaches should be considered to determine the transmission opportunities, instead of rely on R15 equations. We think the solutions proposed in our companion paper [6], which are intended to mitigate the periodicity misalignment between TSC traffic and CG/SPS, can be taken into account.

Proposal 2: Some approaches should be considered to determine the transmission opportunities of CG/SPS with a periodicity which is not integer divisor of 10240 ms.
3. Conclusion

In this contribution, we discussed to support integer multiple of one slot for CG/SPS, and also discuss a misalignment issue caused by a periodicity that is not integer divisor of 10240ms. The following observations and proposals were made:

Observation 1: In NR R15, all supported periodicities of CG are integer divisor of 10240ms, and the time interval between any two adjacent uplink CGs equals to the periodicity.

Observation 2: If a CG periodicity that is not integer divisor of 10240 ms is configured, the derived transmission opportunities based on the R15 equations may misalign with the TSC traffic when SFN wraps around.

Observation 3: When relying on re-configuration/re-activation method, the signalling overhead is significant since multiple re-configuration/re-activation commands should be sent to all involved UEs each time when SFN wraps around.

Proposal 1: More periodicities should be supported for CG/SPS, such as any integer-multiple of one slot while below a maximum value.

Proposal 2: Some approaches should be considered to determine the transmission opportunities of CG/SPS with a periodicity which is not integer divisor of 10240 ms.
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