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1
Introduction
In RAN plenary meeting #83 the following TSC topics were agreed to be studied in the WID on “Support of NR Industrial Internet of Things (IoT)” [1]
	RP-190728


	· Specify accurate reference timing delivery from gNB to UE using broadcast and unicast RRC signalling (with EUTRA Rel-15 signalling solution as baseline) for synchronization requirements defined in TS 22.104) [RAN2].

· Specify enhancements to satisfy QoS for wireless Ethernet when using TSC traffic patterns, including 

· Support of provisioning, from Core Network to RAN and between RAN nodes (e.g. upon handover), of UE’s TSC traffic pattern related information such as message periodicity, message size, message arrival time at gNB (DL) and UE (UL) [RAN3].

· Support for multiple simultaneous active semi-persistent scheduling (SPS) configurations for a given BWP of a UE. [RAN2, RAN1].

· Support for shorter SPS periodicities than the existing ones [RAN2, RAN1].

· Address support for TSC message periodicities with non-integer multiple of NR supported CG/SPS periodicities, as captured in TR 38.825, section 6.5.2. [RAN2, RAN1].

· Specify Ethernet header compression based on structure-aware algorithm [RAN2].
· Ethernet header compression solution for LTE to be specified once the design principle for NR is agreed. The impacted LTE specifications to be added latest at RAN#85.


This contribution will focus on the third bullet from [1] – support for TSC message periodicities with non-integer multiple of currently supported CG/SPS periodicities and focus on solutions relying on short periodicities, multiple CG/SPS configurations and a combination thereof and periodic shifting of GC/SPS resource. The issue of non-integer multiples of TSC traffic periodicities of CG/SPS periodicities is described in more detail in Table 6.5.2-1 of TR 38.825 [2], as copied below.
	No.
	TSN traffic characteristic
	Description
	Potential solutions and enhancements

	4
	TSN message periodicities with non-integer multiple of NR supported periodicities
	In TSN use cases, the periodicity of data packets which are sent depends on application and in majority of the cases, it is not possible to modify it. There may be use cases where periodicity values are not multiple of NR slot or symbol period, which are used to configure CG/SPS periodicity. The severity of this issue depends on the traffic's latency requirement and the frequency of misalignment occurrences.
	The following solutions could potentially help in resolving or mitigating the issue:

-
Adjustment of SPS/CG resource by RRC reconfiguration (as per current specification)

-
Usage of short SPS/CG periodicities and/or multiple SPS/CG configurations and/or combination thereof (for SPS, support for shorter periodicities than those available in Rel-15 may be required)

-
More efficient adjustment of SPS/CG resource timing in the UE as compared to RRC reconfiguration, e.g. based on network configuration or dynamic network signalling and which could be based on knowledge of TSN traffic pattern

-
Applying de-jittering buffer at the edges of 5G system


In this contribution we will compare efficiency of different solutions mentioned in [2], i.e. based on either usage of short SPS/CG periodicities, multiple SPS/CG configurations, configured periodic shifting of SPS/CG resource timing and periodic RRC reconfiguration. The potential solutions will be applied for three use cases with different periodicities to provide insights into the pros and cons of each of them.
2
Use cases with TSC periodicity with non-integer multiples of currently supported CG/SPS periodicities

From [3], examples of TSC use cases with message periodicities with non-integer multiple of currently supported CG/SPS periodicities can be identified as, e.g. video-based motion control or smart grid monitoring and control for accurate phase adjustments. A commonly assumed 60 Hz video case has been selected together with PTP as potential synchronization protocol for audio and video sampling systems. 
	Use case
	Frequency
	[image: image1.png]




	Smart grid
	1200 Hz
	0.833 ms

	Video based sampling
	60 Hz
	16.667 ms

	PTP synchronization
	8 Hz
	125 ms


3
Requirements and identified challenges

Latency requirement for deterministic TSC flows is commonly defined to be below an application’s message transmit period (i.e. within 1 application cycle), while avoiding packet reordering. A maximum latency shift of 50% application cycle time is also required as defined in [3]. Delivery within a single application cycle is also important for cases where the 5G bridge has a delay larger than the application cycle. E.g. if a 5G deployment supports 1 ms delay, it can still carry isochronous cycles where it delays messages by two cycles. 
One of the typical solutions to meet the maximum latency shift is to overprovision with CG/SPS transmission opportunities (example in [4]). Overprovisioning goes against the philosophy of deterministic networks where the objective is to leverage the deterministic nature of the critical data flows to allow for very high load. Like the configuration of dedicated resources on the ingress and egress ports of TSN networks, physical resources are dedicated to the deterministic traffic and they are configured conservatively to meet the stringent requirements.
In this contribution, we define the overprovisioning through an allocation utilization defined as the ratio of allocations used to carry traffic for TSN flows over the total number of allocated instances. E.g. if we double the amount of CG grants compared to the periodicity of a TSN flow, the allocation utilization is only 50% and the overhead is 100%. 

Reuse of allocations has been considered as a method to improve the resource utilization when allocations for TSC flows are underutilized. However, such approach brings certain inefficiencies. In the DL direction with multiple SPS configurations activated in the UE, the devices are wasting valuable monitoring occasions to attempt decoding of the non-used resource allocations and must report HARQ-ACK feedback on PUCCH (configured with the DCI for activating the SPS configuration). Therefore, for SPS, underutilization pose an unnecessary PUCCH load with the risk of starvation particularly when high aggregation levels are used. In the UL direction on the other hand, the reliability of overlaying transmissions can be severely decreased if previously non-used allocations are being used for high-reliability transmission due to the degraded DMRS detection performance [5] [6]. More generally, in uplink, over-provisioned resources are taken from the deterministic resource pool that should be used for improving critical traffic capacity instead and not for carrying non-critical traffic (premise of deterministic networks, e.g. IEEE TSN).
In section 4, the potential solutions to address the issue are discussed. As a baseline, it is assumed in the discussions that the periodicities as currently specified for CG are reused for both DL and UL directions [6]:
	TS 38.331 – ConfiguredGrantConfig

	periodicity ENUMERATED {

sym2, sym7, sym1x14, sym2x14, sym4x14, sym5x14, sym8x14, sym10x14, sym16x14, sym20x14,

sym32x14, sym40x14, sym64x14, sym80x14, sym128x14, sym160x14, sym256x14, sym320x14, sym512x14,

sym640x14, sym1024x14, sym1280x14, sym2560x14, sym5120x14,

sym6, sym1x12, sym2x12, sym4x12, sym5x12, sym8x12, sym10x12, sym16x12, sym20x12, sym32x12,

sym40x12, sym64x12, sym80x12, sym128x12, sym160x12, sym256x12, sym320x12, sym512x12, sym640x12,

sym1280x12, sym2560x12

},


4
Potential solution - Configured periodic shifting for SPS/CG
Predetermined shifting of a single CG/SPS configuration is used in this solution to keep the latency shift within 50% application cycle ([image: image2.png]


) latency shift requirement. The size, direction and occurrence for shifting and a periodicity of applied CG/SPS are determined to obtain the real/requested periodicity of a traffic. The size of shifting may re-use available CG/SPS periodicities up to slot period to avoid violation of slot boundaries. 

The occurrence of shifting could be configured as a rule that results a shifting pattern (e.g. M shifts in window of N resource allocations) that fits with the requested real periodicity, with jitter of the size for shifting multiplied by M/N. The rule should be known by both the UE and gNB, e.g. by being a part of the RRC configuration. Requested periodicity may be given optionally as frequency e.g. 1200 Hz instead of time of decimal ms. 
Figure 1 illustrates an example of 1/1200 Hz (0.833ms) periodicity with 60 kHz SCS. In that case CG/SPS periodicity is fours slots (1ms) and two out of three allocations are advanced by one slot of 250µs resulting periodicity of (1+2 x 0.75)/3 ms = 0.833 ms and jitter of 250µs x 2/3 = 167µs. The start of shifting pattern is determined so that resource is not available earlier than arrival of data. 
Configured periodic shifting will need new information elements for SPS/CG configuration in addition to existing periodicity and staring offset, e.g.:

· Step size for SPS/CG resource shift (limited to e.g. up to slot period to avoid violation of slot boundaries)
· Requested periodicity in optional units of [Hz] or [ms] 
Direction i.e. sign of resource shift is positive if requested periodicity is higher than CG/SPS periodicity and negative in other case. 

Determining of actual N/M pattern for resource shifting may be based on standardized rule-set known by both UE and gNB. That rule-set should aim to minimising jitter caused by periodic resource shifting and ensuring that resource is not allocated before arrival of data. 



[image: image4]

Figure 1. Example for configured periodic shifting with 60kHz SCS to obtain 1/1200Hz (≈0.833ms) periodicity
In the analysis below, this solution is referred to as solution D. Note that the analysis presented with this solution is based on use of Rel. 15 periodicities, but e.g. use of 2*n periodicities would further improve jitter performance with possible trade-off on violating slot boundaries. 
5
Efficiency comparison of different solutions
In this section, four potential solutions to support applications with cycle lengths of non-integer multiple of CG/SPS periodicities are compared, including the one described in section 4. The solutions used in the comparison are summarized in the table below while the analyzed use cases are summarized in section 2.
A. SPS/CG overprovisioning

Overprovisioning of transmission opportunities to fulfill the maximum latency shift. This typically requires allocation of the nearest periodicity smaller than floor([image: image5.png]


/2). ([image: image6.png]


defines applications cycle time)

B. Increasing periodicity resolution

Enhancing the possible CG/SPS periodicities to better fit with current non-integer periodicities. Periodicities of 2*n are considered to avoid slot-boundary adjustments.
C. Multiple CG/SPS configurations

Multiple CG/SPS configurations with different offsets to accommodate the non-integer periodicities. Evenly distributed offsets can be used in a periodicity of which the application cycle pattern repeats. In this option, we will seek periodicities (2*n with n integer > 1) which allows to meet the latency shift of maximum 50% [image: image7.png]


.

D. Configured periodic shifting for SPS/CG

Predetermined shifting of a single CG/SPS configuration, as described in Section 4.

E. Periodic RRC reconfiguration
A fifth solution is periodic RRC reconfiguration which is a potential solution for use cases with cycle times longer than the RRC reconfiguration time. It also entails high signaling overhead which depends on how often the reconfiguration needs to be applied. Since such as solution does not scale to all agreed use-cases for TSC traffic and is discarded from the results tables. 

Potential solution A is currently supported in 3GPP Release 15, whereas the potential solution B, C, D have some standardization impact for Release 16.
Use case 1: Smart grid use case example
The smart grid use case for phase tracking has an application layer periodicity of [image: image9.png]


= 0.833ms and a maximum latency shift(50% [image: image10.png]


) of 0.417ms. A comparison of the four considered potential solutions is listed below, where each is fitted to this use case. For the results it is assumed that the gNB knows the exact message arrival times such that resource allocation can match the arrivals and offsets can be planned (e.g. via agreed TSCAI parameters provided from the core network).
	Potential solution
	#CG/SPS configurations
	CG/SPS Periodicity
	CG/SPS Offset / shifting
	Allocation utilization (more is better)
	Latency shift (<50% [image: image11.png]


)

	A
	1
	0.25ms (sym7)
	--
	30%
	167µs

	B
	1
	0.357ms (n=5)
	--
	43%
	357µs

	C
	6
	5 ms (n=70)
	6 different offsets
	100%
	71.5µs (2 sym)

	D
	1
	1 ms (sym4x14)
	Shift of -0.25ms (sym14) in two of three allocations (M=2/3)
	100%
	167µs (20%)

	E
	Not applicable


Relying on solution A and the Release 15 supported CG periodicities results in an allocation utilization of 30%, while using a 2*n (n=5) periodicity increase this utilization to 43%.  Solution C requires 6 active SPS/CG configurations with a periodicity of 5 ms (currently supported in Release 15) to achieve a 100% utilization. The last solution D relies on configured shifting of SPS /CG resource by -0.25 ms in two of three allocations. The RRC reconfiguration option E is not considered for this use case as it is assumed to take too long to reconfigure compared to the cycle time.
Use case 2: Video sampling at 60Hz 

The potential solutions for the 60Hz video sampling are compared in the table below. 

	Potential solution
	#CG/SPS configurations
	CG/SPS Periodicity
	CG/SPS Offset / shifting
	Allocation utilization
	Latency shift (<50% [image: image12.png]


)

	A
	1
	8 ms (sym16x14)
	--
	48%
	8 ms

	B
	1
	8 ms (n=112)
	--
	48%
	8 ms

	C
	3
	50 ms (n=700)
	3 different offsets
	100%
	71.5µs

	D
	1
	20 ms (sym40x14)
	Shift of -5 ms (sym10x14) in two of three allocations (M=2/3)
	100%
	3.34 ms (<20%)

	E
	Every 20ms offset the configuration by 5ms


For this use case, a periodicity of 8 ms is identified to provide the largest utilization for solution A and B with 48% utilization while fulfilling the maximum latency shift of 50% application cycle. 3 CG/SPS configurations with a periodicity of 50 ms (not currently supported but can be achieved with 2*n (n=70025)) can be setup to reach 100% utilization. Potential solution D uses a 20 ms periodicity and shift by -5 ms in two of three allocations, if it relies on currently supported periodicities. Relying on RRC reconfiguration to adjust the offset is slightly more challenging for this use case as it must be done every 20 ms and shift the offset of the configuration with 5 ms to avoid exceeding the maximum latency shift.

Use case 3: PTP synchronization with 8Hz 

The table below shows the potential solutions applied for a PTP synchronization with periodicity of 8Hz.
	Potential solution 
	#CG/SPS configurations
	CG/SPS Periodicity
	CG/SPS Offset
	Allocation utilization
	Latency shift (<50% [image: image13.png]


)

	A
	1
	40 ms (sym80x14)
	--
	32%
	35.1 ms

	B
	1
	125 ms (n=1750)
	--
	100%
	71.5µs 

	C
	1
	125 ms (n=1750)
	--
	100%
	71.5µs

	D
	1
	128 ms (sym256x14)
	-5 ms (sym10x14) in two out of three (M=2/3)
	100%
	4 ms (3.2%)

	E
	Periodic offset adjustments ~ 125ms


In this configuration the potential solution based on overprovisioning gives a poor utilization of 32%, whereas solutions B, C, D can provide 100% utilization. RRC reconfiguration can be used to adjust the SPS/CG offset in every about 125 ms.
6
Discussion and summary
Five potential solutions have been presented to support non-integer application periodicities and evaluated for three typical application use cases. With the target to achieve as high allocation utilization as possible, the potential solution C and D have both proved capable of reaching 100% utilization, by either using multiple configurations per application flow or by enforcing a configured shifting on one CG/SPS configuration. Potential solution B by relying on 2*n periodicities has shown to provide between 100% to a few percent utilization improvement depending on the use case and should be a simple solution to improve the utilization for non-integer periodicities. In an earlier contribution [4] it was shown that reducing the periodicity solution greatly improves to control overhead for flows with <1-5ms periodicity, e.g. typical cases envisioned for TSC type networking. With periodicities of 2*n as well as certain offset restrictions, slot boundary cases can be effectively tackled, which otherwise shall have PHY layer impacts and would require discussions and work in RAN1. If there is a desire to limit the upper bound for values of “n”, specific periodicity values could be added e.g. to tackle key use-cases such as 60Hz video. 
Solution C benefits from having Solution B specified as well. In some cases, potential solution C can only achieve 100% allocation utilization, provided it can be done with support for non-currently supported periodicities (thus in combination with Solution B). Solution D, on the other hand, can work with the currently supported periodicities (however, the need for adjustments will decrease with this solution if 2*n periodicities are supported, so new periodicities could be beneficial in this case also). On the other hand, solution C is expected to achieve high allocation utilization even with the currently supported periodicities (however, lower than 100%). The drawback of solution C is that multiple CG/SPS configurations need to be used to serve traffic of a single TSN flow, which would decrease the number of TSN flows that can be served by a single UE. Solution D does not have this disadvantage and requires only a single configuration. The pros and cons are summarized in below table.

	Solution
	Advantages
	Disadvantages

	A. SPS/CG overprovisioning
	- no specifications changes required
	- poor allocation utilization

- unnecessary SPS decoding attempts from the UE for DL direction

- limited possibilities to reuse the traffic allocated with CGs

	B. Increasing periodicity resolution
	- relatively small specification changes required, 2*n (7*n, 14*n) limitation solves slot boundary issues otherwise requiring RAN1 discussions
- moderate to high gains possible over for considered cases (especially for PTP case), most gain generally for shorter cycle periodicities as discussed in [4].
Flexibility for future, yet unknown, application periodicities
	- If upper bound value for “n” is desirable specific periodicity values aligned with application profiles must be added instead (e.g. for 60Hz video etc.)

	C. Multiple CG/SPS configurations
	- high allocation utilization ratio achievable reaching up to 100% when combined with Solution B
- multiple CG/SPS configurations support is already agreed and will be specified
	- requires multiple CG/SPS configurations to serve a single TSN flow limiting the number of TSN flows supported by a single UE (tradeoff up to network)
- requires solution B for best performance (see disadvantages)


	D. Configured periodic shifting for SPS/CG
	- enables arbitrary periodicities with very small RRC overhead as part of CG/SPS configuration of e.g. just a direction (+/-) and size of shift and targeted periodicity
- can reach 100% allocation utilization with the existing (CG / SPS) periodicities) 
- its realization can be contained within RAN2 in case restrictions on possible shifts are considered
	- scheduling jitter i.e. contribution on max latency is determined by the size and pattern of shift and supported periodicities with possible trade-off on violation of slot boundaries. 


	E. Periodic RRC reconfiguration
	
	Impractical for periodic re-configurations,


Based on the discussion and summary in the table above, it is proposed:

Proposal 1: Agree on the following enhancements to support TSN message periodicities of non-integer multiple CG/SPS periodicities:

· Support for sub-slot periodicities for SPS configurations and general periodicities of e.g. 2*n, 7*n, 14*n, where n is integer. RAN2 should decide if upper bound for n is desired and some specific periodicity values aligned with application profiles should be added instead (e.g. to support 60Hz video etc.)
· Support for configured periodic shifting
· TSCAI attributes should have an option to define message periodicity as a frequency, e.g., 1200Hz 
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