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1 Introduction
An aspect for discussion in the IIoT work item [1] is the means of prioritisation, when data with differing QoS characteristics are to be transmitted to or from the UE.The detailed objectives for NR intra-UE prioritization/multiplexing are:
· Specify enhancements to address resource conflicts between dynamic grant (DG) and configured grant (CG) PUSCH and conflicts involving multiple CGs [RAN2, RAN1].
· Specify PUSCH grant prioritization based on LCH priorities and LCP restrictions for the cases where MAC prioritizes the grant [RAN2].
· Address UL data/control and control/control resource collision by:
· specifying a method to address resource collision between SR associating to high-priority traffic and uplink data of lower-priority traffic for the cases where MAC determines the prioritization [RAN2].
· specifying prioritization and/or multiplexing behaviour among HARQ-ACK/SR/CSI and PUSCH for traffic with different priorities, including the cases with UCI on PUCCH and UCI on PUSCH [RAN1, RAN2].

In this paper, we analyse the various scenarios for which a mechanism of data prioritisation needs to be defined and provide our views on how this can be achieved. This document has been revised to include analysis in section 2.2 on the computational impact of prioritisation.
2 Discussion
[bookmark: _Ref4498623]2.1 Multiple configured grants
[image: ]The use-cases for configured grants (CG) in IIoT that have been discussed thus far cover two traffic types:
i. Traffic with deterministic periodicity
ii. Aperiodic traffic with extremely low latency requirements
Most conflicts between traffic type i. above can be avoided by scheduling. However, when configured grants are used for traffic type ii., they are used to avoid the delays associated with the SR/BSR request procedure, and therefore need to support extremely low periodicities. It is highly likely that such a frequent CG configuration will conflict with other CG configurations, and this scenario cannot be avoided by NW scheduling due to the aperiodic nature of the data arrival. 
As the UE has the knowledge of the data that would be carried on different grants, it is well placed to make the decision on the grant to prioritise. If, as a result of the LCH restrictions, data of different priorities are routed to conflicting CGs, it follows naturally that the CG that carries the highest priority data is prioritised over other conflicting CGs. As discussed during the study phase, priority of data can be determined by the LCH priorities, which in addition to the LCH restrictions, are configured by the NW. This is illustrated in the figure alongside.
Proposal 1: From a set of overlapping configured grants, the configured grant that carries data with the highest LCH priority is prioritised.
Following proposal 1, there still remains the case where the prioritisation rule results in more than one CG that carry data from the highest priority LCH. In this case, a simple rule that can be evaluated at the same time as the prioritisation rule (i.e. proposal 1) would be preferable to avoid impacts to the data preparation time in the UE. A simple way to resolve the conflict would be to prioritise the largest grant amongst the set of remaining conflicting CGs. Similar to the principle that drives proposal 1, selection of the largest grant would allow the UE to transmit the most data from the highest priority LCH to the network. This is illustrated in the figure below.
[image: ]
Proposal 2: From a set of overlapping configured grants that can all carry data with the highest priority, the largest configured grant is prioritised.
[bookmark: _GoBack]2.2 Configured and dynamic grants
The principle of prioritising grants based on the actual data they could carry, as well as the solution based on the LCH priority as defined in section 2.1 can be re-used in case of a conflict between CGs and dynamic grants (DGs). Similar to the overlapping CG case, it is the UE that has the knowledge of the actual data that is to be carried in the grants provided, and once again, is best positioned to choose the grant to prioritise. It is therefore straight-forward to extend proposal 1 to cover this case to resolve the conflict between CGs and DGs.
There were concerns regarding the extra delay such a conflict resolution mechanism would introduce to the PUSCH preparation delay [2] in case of the dynamic grant. The figure below illustrates the set of procedures the UE has to perform within the PUSCH preparation time, and indicates the additional computation that would now need to be performed during the very short PUSCH preparation time.
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Illustration of the impact of CG-DG collision resolution on the PUSCH preparation timeline
If we prioritise grants based on the LCH priority of the data included in the TB, the additional computational impact would be to check if different LCHs are included in the CG and the DG. There can be a difference in LCHs included in the grant only if different LCP restrictions apply to each grant. We list the LCP restrictions defined in MAC below, and expand on its corresponding impact on the conflict resolution.
· allowedServingCells: As the conflict is on the same cell, this restriction cannot result in different LCHs included in the CG and DG. There will be no need to check this restriction in the PUSCH preparation time.
· allowedSCS-List: As the conflict is on the same cell, the same SCS is used by the CG and DG. Therefore this restriction cannot result in different LCHs included in the CG and DG. There will be no need to check this restriction in the PUSCH preparation time.
· configuredGrantType1Allowed: The configured grant and this LCP restriction is known ahead of time. This restriction does not have a real-time impact.
· maxPUSCH-Duration : The PUSCH duration is indicated in the DCI and can change with each grant. This restriction needs to be checked in real-time
The only check that needs to be done in real time is that of the maxPUSCH-Duration based on the TTI length indicated in the DCI. Given that the maximum number of logical channels in a cell group is 32, a maximum of 32 maxPUSCH-Duration restriction checks are needed to determine the highest priority LCH to be included in a DG. The highest priority LCH to be included in the CG is known when the DCI is received. Therefore additional real-time computational effort to resolve a CG-DG conflict is 32 checks, which is trivial when compared to the processing capability of the UE. 
Observation 1: The additional computational effort to resolve a conflict between configured and dynamic grants based on its LCH priority is trivial.
Proposal 3: From a set of overlapping configured and dynamic grants, the grant that carries data with the highest LCH priority is prioritised.
Following proposal 3, if the prioritisation rule results in more than one grant, a further rule is needed to pick the grant to use. In case the set of grants include a dynamic grant, it is a safe assumption that this grant has been scheduled by the NW to serve this particular type of traffic and is most likely best suited for its transmission. Therefore we suggest to stick with the Rel-15 design principle in this case, i.e. to let the dynamic grant override the configured grant.
Proposal 4: From a set of overlapping configured and dynamic grants that can all carry data with the highest priority, the dynamic grant is prioritised.
2.3 Scheduling requests and uplink grants
An alternative way to deal with data of traffic type (ii) as described in section 2.1, is to use the scheduling request (SR) mechanism. This mechanism would be more resource efficient than reserving a perpetual grant to deal with such traffic, but comes at the cost of increased latency. While there are inherent delays associated with a request based mechanism, it can get exacerbated if the SR is further delayed. Such delays can be currently introduced by the transmission of UL data and therefore a means to prevent such delays for latency-sensitive traffic needs to be defined.
Following the same design principles as used earlier in this document, prioritisation rules between UL grants and SR can be defined based on the actual data they correspond to. In case an SR overlaps with an UL grant, the priority of the LCH that triggered the SR can be compared against the highest priority data that can be carried in the UL grant. If the priority of the LCH that triggered the SR is higher than the highest priority LCH that can be carried in the UL grant, the SR is prioritised. Conversely, if the UL grant carries an equal or higher priority LCH than the LCH that triggered the SR, the UL grant is prioritised. This is illustrated in the figure below.
[image: ]
Proposal 5: If the priority of the LCH that triggered the SR is higher than the highest priority LCH carried in an overlapping UL transmission, the SR is prioritised over the UL transmission.
3 Conclusion
In this contribution we make the following observations and proposals:
Proposal 1: From a set of overlapping configured grants, the configured grant that carries data with the highest LCH priority is prioritised.
Proposal 2: From a set of overlapping configured grants that can all carry data with the highest priority, the largest configured grant is prioritised.
Observation 1: The additional computational effort to resolve a conflict between configured and dynamic grants based on its LCH priority is trivial.
Proposal 3: From a set of overlapping configured and dynamic grants, the grant that carries data with the highest LCH priority is prioritised.
Proposal 4: From a set of overlapping configured and dynamic grants that can all carry data with the highest priority, the dynamic grant is prioritised.
Proposal 5: If the priority of the LCH that triggered the SR is higher than the highest priority LCH carried in an overlapping UL transmission, the SR is prioritised over the UL transmission.
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