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1	Introduction
This contribution discusses flow control in IAB. The most important objective is identified as preventing congestion-based dropping of PDCP PDUs, because that comes with an added penalty of PDCP reordering delays.
For downstream PDCP PDUs, we point out that the F1-U flow-control feedback, as currently defined, is poorly suited for preventing downlink congestion on a backhaul link, and something additional is needed.
2	Discussion
2.1	Purpose of flow control
In NR, the PDCP protocol is responsible for providing in-sequence delivery of data to upper layers. To this end, PDCP defines the t-Reordering timer, which defines how long the data-receiving PDCP entity waits for a missing PDCP SDU before giving up and delivering other, higher-numbered SDUs to upper layers.
The multi-hop nature of IAB means that PDCP needs to be configured to prepare for significant reordering delays, because the ARQ/HARQ delay differences among subsequent PDUs that can be expected on a single radio hop are now multiplied.
Observation 1:	In IAB over multiple hops, PDCP is likely configured to wait for a missing PDU for a substantial amount of time.
To a large extent, TCP flow control works based on congestion-based packet drops. However, dropping of PDCP PDUs in particular comes with an added penalty of PDCP reordering delay, where data-receiving PDCP entities waste time waiting to receive those dropped PDUs.
In IAB, this is what flow control should achieve: PDCP PDUs should not be injected into transit over IAB backhaul links at rates greater than what those links can sustain. Any congestion-based packet dropping should take place outside PDCP connections i.e. radio bearers.
Observation 2:	Because of PDCP-reordering delays, congestion-based dropping of PDCP PDUs should be prevented. This is the task of flow control in IAB.
2.2	Downstream PDCP PDUs
The flow-control feedback currently specified for F1-U is provided from the DU to the CU, in other words, from the endpoint of the F1-U GTP-U tunnel that receives downlink data, to the endpoint providing it.
In an IAB context, while this seems sufficient for preventing congestion on access links, the same cannot be said on congestion on backhaul links, where typically F1-U tunnels are only relayed. Even if the downlink of a backhaul link is severely congested, IAB nodes that terminate the F1-U tunnels congesting that link may have their access-link downlink buffers mostly empty, and indicate F1-U feedback encouraging the donor CU-UP for more and more downlink data.
	Proposal 1:		Enhancements are considered for preventing downlink congestion on a backhaul link.
Two solution flavours for backhaul-downlink flow control can be identified.
Link-to-source feedback. This would involve a direct feedback channel to the donor CU-UP regarding each backhaul link, where the node scheduling a backhaul link provides flow-control feedback specific to that backhaul link to the donor CU-UP. To minimize standardization impact, this could be realized re-using the NR user-plane protocol [TS 38.425] and IEs therein such as Desired data rate (with the obvious exception that the IE would no longer have the scope of a single radio bearer). For this purpose, a NR user-plane protocol instance specific to each backhaul link could be set up between the donor CU-UP and the node scheduling the backhaul link. In practice, this implies setting up a GTP-U tunnel which would be used only for transmitting the GTP-U extension header carrying the NR user plane protocol.
Hop-by-hop feedback. This would be more similar to the agreed baseline for handling of upstream PDCP PDUs, i.e. IAB nodes would signal to their parents their downlink buffer status per destination node (as also proposed in our other contribution [1]), and the donor DU would translate that into some signaling indications towards the donor CU-UP. For example, if in the eventual IAB protocol architecture the currently debated outer (i.e. donor-internal) GTP-U tunnels exist between the donor DU and donor CU-UP, these signalling indications could take the form of the NR-UP flow-control feedback already defined. In this option, buffer build-up from downlink congestion on a backhaul link would be pushed back towards the donor CU-UP, allowing it to slow down its PDCP rates.
Proposal 2:	A link-to-source or a hop-by-hop feedback mechanism is introduced for preventing downlink congestion on a backhaul link.
3	Conclusion
[bookmark: _GoBack]This contribution discussed flow control in IAB and concluded with the following.
Observation 1:	In IAB over multiple hops, PDCP is likely configured to wait for a missing PDU for a substantial amount of time.
Observation 2:	Because of PDCP-reordering delays, congestion-based dropping of PDCP PDUs should be prevented. This is the task of flow control in IAB.

	Proposal 1:		Enhancements are considered for preventing downlink congestion on a backhaul link.
Proposal 2:	A link-to-source or a hop-by-hop feedback mechanism is introduced for preventing downlink congestion on a backhaul link.
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