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Introduction
A work item on NR Industrial IoT was agreed in [1], with enhancements to support NR TSC traffic as one of the main objectives, including:
· Specify enhancements to satisfy QoS for wireless Ethernet when using TSC traffic patterns, including 
· Support of provisioning, from Core Network to RAN and between RAN nodes (e.g. upon handover), of UE’s TSC traffic pattern related information such as message periodicity, message size, message arrival time at gNB (DL) and UE (UL) [RAN3].
· Support for multiple simultaneous active semi-persistent scheduling (SPS) configurations for a given BWP of a UE. [RAN2, RAN1].
· Support for shorter SPS periodicities than the existing ones [RAN2, RAN1].
· Address support for TSC message periodicities with non-integer multiple of NR supported CG/SPS periodicities, as captured in TR 38.825, section 6.5.2. [RAN2, RAN1].

In RAN2#105bis, the following was agreed on supporting TSC traffic pattern using SPS and CG resources:
R2 assumes that the maximum number of active SPS configurations for a given BWP of a serving cell in the specification is 8 or 16 (FFS).
R2 assumes short SPS/CG periodicities and/or multiple SPS/CG configurations and/or combination thereof could be used to mitigate the periodicity misalignment between the TSN periodicity and CG/SPS periodicity. Other solutions not precluded, e.g. to address resource consumption. 

This contribution further discusses several UL and DL scheduling enhancements for TSC traffic, including, TSC traffic transmission on CG/SPS resources and scheduling enhancements to mitigate possible segmentation of TSC messages. 
Support of TSC traffic patterns using Configured Grants
A TSN traffic pattern may have a message periodicity of a non-integer multiple of supported periodicity of NR configured grant or SPS resources. A TSN use case may include applications of non-flexible transmission instances, depending on the traffic latency requirements and the misalignment between message arrival occasions and CG/SPS occasions. TSN traffic patterns may also include a combination of deterministic and non-deterministic traffic arrivals, making it tougher to tailor a configured periodicity of SPS/CG resources. 
Solutions to this issue considered in the study item phase include supporting configuration of short SPS/CG periodicities, as well as adjustment of SPS/CG resource timing relative to the configured SPS/CG occasion. Overprovisioning SPS/CG resources to account for the worst-case scenario jittering delay (the delay between traffic arrival and the SPS/CG occasion), either by configuring very short periodicities or configuring multiple staggered SPS/CG resources, solves the issue but at the cost of spectral inefficiency. This is mainly due to the fact that the worst-case jittering delay does not occur for each TSC traffic arrival. 
One form of adjusting the SPS/CG resource timing relative to the configured occasion is supporting dynamic signaling to indicate shifting an upcoming occasion by a period of time. This can be useful, especially for DL traffic arrivals on SPS resources intended for more than one UE, and because the exact timing of DL traffic arrival is known to the gNB. For example, the UE may be preconfigured with a set of possible time shift values by RRC, and a DCI or a DL MAC CE in the current SPS occasion can indicate to the UE which time shift is applicable to the next SPS/CG occasion.
Proposal 1:	The UE determines that the next SPS occasion is shifted by a preconfigured or an indicated time-offset upon reception of a dynamic indication.
Segmentation Delay of Uplink TSC Packets
TR 38.825 suggests considering “possible solutions for intra-UE uplink resource collision cases, where at least one colliding uplink resources are intended to be used for transmission of control information (e.g. SR, CSI, HARQ feedback and MAC CEs)”, which recognizes the scheduling delay as a result of segmentation of MAC SDU for a TSC packet caused by the prioritized inclusion of a MAC CEs over data at the beginning of the UL LCP procedure. Similar segmentation can be caused simply by inclusion of the prioritized bit rate portion of lower priority LCHs in the first step of the LCP procedure.
Segmentation caused by inclusion of MAC CEs
In RAN2#105, the impact of inclusion of MAC CEs in the uplink grant on segmentation of the TSC packet was discussed. As stated in TS 38.321, uplink resource allocation for BSR and PHR MAC CEs are prioritized in LCP over data of all configured priorities. In order to resolve this issue by gNB implementation, the gNB may need to overprovision resource allocation for possible inclusion of BSR and PHR MAC CEs. Such additional resource allocation may be considered as considerable overhead relative to the limited-size TSC packet, given the UE fills the remining part of the grant with padding bits. Given the latency requirement associated with TSC traffic is more stringent than latency of reporting the buffer status or the power headroom, prioritization of such TSC traffic over MAC CE is desired.
Solutions to this issue were discussed in the email discussion in [5], and two possible solutions were identified:
1. Configuring and applying LCP restriction to MAC CEs.
2. Prioritizing URLLC data over MAC CEs in the LCP procedure.
Both solutions solve the issue and are not complex from implementation or specification perspectives. Therefore, RAN2 should address mitigation of segmentation of high priority SDUs caused by inclusion of MAC CEs using either solution.
Proposal 2:	RAN2 to address mitigation of segmentation of high priority SDUs caused by inclusion of MAC CEs by either:
· Configuring and applying LCP restriction to MAC CEs.
· Prioritizing URLLC data over MAC CEs in the LCP procedure.
Segmentation caused by inclusion of lower priority data in LCP step 1
In LCP, all logical channels may be scheduled in the first resource allocation step on resources that are possibly configured to carry latency-critical TSC traffic. This happens as a result of the first resource allocation step in LCP, assigning resources to all logical channels that map to the grant in decreasing order of priority, and according to the Bj value set by the LCH's PBR. This is performed as stated in 38.321 [3]:
	The MAC entity shall, when a new transmission is performed:
1>	allocate resources to the logical channels as follows:
2>	logical channels selected in subclause 5.4.3.1.2 for the UL grant with Bj > 0 are allocated resources in a decreasing priority order. If the PBR of a logical channel is set to "infinity", the MAC entity shall allocate resources for all the data that is available for transmission on the logical channel before meeting the PBR of the lower priority logical channel(s);
2>	decrement Bj by the total size of MAC SDUs served to logical channel j above;
2>	if any resources remain, all the logical channels selected in subclause 5.4.3.1.2 are served in a strict decreasing priority order (regardless of the value of Bj) until either the data for that logical channel or the UL grant is exhausted, whichever comes first. Logical channels configured with equal priority should be served equally.



Observation 1:	Each LCH with buffered data is served up to Bj in first resource allocation step in LCP.
This may not always yield a desirable UE behavior when a lower priority logical channels map to a resource that is intended for higher priority logical channels. These LCHs will occupy some resources already in step 1 of resource allocation in LCP, even though data is available from other higher priority/low-latency LCHs, possibly carrying TSC traffic. This may result in segmenting the MAC SDUs of LCHs carrying TSC traffic. Unlike the case of segmentation caused by MAC CEs, the gNB cannot deterministically overprovision the grant to overcome inclusion of lower priority data, given the amount of buffered data per LCH can vary from one TTI to the next. 
Observation 2:	For grants intended for LCHs carrying TSC traffic, serving other LCHs of lower priority in the first step of resource allocation in LCP (up to their Bj value) may result in segmentation of the TSC packet, thus incurring additional delay due to segmentation of the TSC SDU.
As stated in TS 38.321, all LCHs configured with a maxPUSCH-Duration ≥ the PUSCH duration of the uplink grant map to it. Therefore, even when PUSCH duration LCP restrictions are configured, it is not possible to exclude LCHs from obtaining uplink resources in the first step of resource allocation in LCP, at least for dynamic grants and type-2 configured grants. Further, using the numerology restriction to exclude certain LCHs may not be feasible, as this requires switching the UE’s active UL BWP to serve TSC traffic vs. non-TSC traffic, bearing in mind that BWP switching time could take a considerable delay (50 – 200 µs), on top of the scheduling delay, which may exceed the latency budget for an uplink TSC traffic arrival. Further, using LCP restriction may limit the flexibility and efficiency of the scheduler, as it would completely rule out allocating remaining resources in the grant for lower priority LCHs in the final resource allocation step of LCP, thus resulting in more padding bits. 
Observation 3:	LCP restrictions specified in R15 cannot guarantee that certain LCHs are excluded from resource allocation in the first resource allocation step in LCP, at least for dynamic grants and type-2 configured grants.
One possibility is to set PBR to infinity for higher priority LCHs, which mandates that the MAC entity allocates resources for all the data available for transmission on the LCH before meeting the PBR of the lower priority LCHs [3]. However, this does not provide any means to distinguish QoS in terms of guaranteed bit rates among those LCHs carrying TSC traffic. This results in splitting the UL resource equally among high priority LCHs if the resource is not sufficient to serve all their respective data available for transmission, regardless of QoS profiles. 
Further, setting the PBR of a LCH carrying TSC traffic to infinity may lead to flow starvation for other services. For instance, when an MDBV requirement is configured by the core network for uplink traffic, setting PBR to infinity for LCHs mapped to DBRs configured with an MDBV requirement results in not satisfying the requirement.
Observation 4:	Inflating the PBR or setting it to infinity for LCHs carrying TSC traffic results in: 1) Not meeting the MDBV requirement, 2) not differentiating QoS levels between TSC LCHs, 3) possible starvation of lower priority LCHs.
Consequently, to ensure uplink TSC packet arrivals are not segmented for UEs supporting services of different reliabilities and latencies, it is proposed to introduce a differentiation between resource allocation steps in LCP, as follow:
Proposal 3:	RRC can configure a LCH to contend for transmission resources only in the final resource allocation step of the LCP procedure.
Proposal 4:	For LCHs configured to contend for resources only in the final resource allocation step of LCP, MAC excludes such LCHs from the first resource allocation step in LCP.
Conclusion
RAN2 should discuss the above and agree to the following:
Proposal 1:	The UE determines that the next SPS occasion is shifted by a preconfigured or an indicated time-offset upon reception of a dynamic indication.
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· Configuring and applying LCP restriction to MAC CEs.
· Prioritizing URLLC data over MAC CEs in the LCP procedure.

Observation 1:	Each LCH with buffered data is served up to Bj in first resource allocation step in LCP.
Observation 2:	For grants intended for LCHs carrying TSC traffic, serving other LCHs of lower priority in the first step of resource allocation in LCP (up to their Bj value) may result in segmentation of the TSC packet, thus incurring additional delay due to segmentation of the TSC SDU.
Observation 3:	LCP restrictions specified in R15 cannot guarantee that certain LCHs are excluded from resource allocation in the first resource allocation step in LCP, at least for dynamic grants and type-2 configured grants.
Observation 4:	Inflating the PBR or setting it to infinity for LCHs carrying TSC traffic results in: 1) Not meeting the MDBV requirement, 2) not differentiating QoS levels between TSC LCHs, 3) possible starvation of lower priority LCHs.
Proposal 3:	RRC can configure a LCH to contend for transmission resources only in the final resource allocation step of the LCP procedure.
Proposal 4:	For LCHs configured to contend for resources only in the final resource allocation step of LCP, MAC excludes such LCHs from the first resource allocation step in LCP.
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