
3GPP TSG-WG2 Meeting #106    	           				R2-1906309
USA, Reno, 13 - 17 May 2019		         
 
Source: 			ZTE Corporation, Sanechips
Title: 	Framework for detecting consistent LBT failures   
[bookmark: Source]Agenda item:	11.2.1.2
[bookmark: DocumentFor]Document for: 	Discussion and Decision
1. Introduction
In NR-U [2], the physical layer is responsible for performing the LBT and transmission over the medium. MAC layer on the other hand generates the MAC PDU and submits this to the phy or triggers the transmission and/or retransmission of other signals such as RACH etc. At RAN2-105-bis it was agreed to:

· Adopt a mechanism in MAC spec to handle the UL LBT failure, where “consistent” UL LBT failures (at least for UL transmissions of SR, RACH, PUSCH) are used for problem detection

In this contribution we discuss the overall framework for detecting consistent LBT failures and propose how this can be specified between MAC and Physical layer specifications for NR-U.  
2. Frame work non-RACH based transmissions
In this section we discuss the framework in general for CONNECTED state, for all transmissions except RACH. 

As agreed at the last meeting, the MAC layer will have a mechanism to detect “consistent” LBT failure condition. In case of NR-U, the physical layer will perform LBT when there is a need to transmit something. In case of UL, the transmissions can be:
· Upper layer triggered:
· Such as those initiated at MAC layer, including transmissions over PUSCH, RACH, SR etc
· Physical layer triggered:
· Such as SRS, HARQ ACK/NACK etc

Whenever, there is an attempted transmission in UL, there is a possibility that the attempted transmission is blocked due to LBT failure (i.e. physical layer sensing the medium to be busy and hence not performing the transmission and/or entering a backoff state – in case of Cat 4 LBT). 

The physical layer is responsible for maintaining the overall LBT state. This includes the following:
· Backoff window
· Backoff counter
· Channel state (busy/occupied)

Given that the physical layer is responsible for overall LBT mechanism, the LBT failure indications will be generated by physical layer. Since LBT failure can occur at any UL transmission, it should be noted that there may be some “unsolicited” LBT failure indications sent to MAC due to LBT failure occurring when physical layer signals such as SRS etc are blocked due to LBT. Thus, the overall framework for consistent LBT failure detection should be able to receive both LBT failure indications in response to MAC initiated transmissions and LBT failure responses due to Physical layer initiated transmissions. Thus, it is clear that these LBT failure indications will be aperiodic (since different transmissions may occur at different instances in time and there is no particular periodicity for this). 

Observation 1: Given that UL transmissions can be MAC initiated or physical layer initiated, LBT failure indications may be received by MAC in response to MAC initiated transmissions or received unsolicited (i.e. in response to physical layer initiated transmissions). 

Observation 2: LBT failure indications will be aperiodic in nature

In rel-15, in NR MAC layer we have already specified a mechanism for beam failure recovery to capture aperiodic beam recovery failure indications from physical layer and trigger beam failure recovery mechanism in the MAC layer. Beam failure indications are also unsolicited in nature (from MAC perspective) and they are also aperiodic in nature. Given that the LBT failure indications are also of similar nature, we can specify a similar framework in MAC layer to also detect consistent LBT failures. 

The overall framework for this could look something like below: 
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Figure 1: LBT framework for detecting consistent UL LBT failures
One advantage of the above framework is that all the details about how the LBT failure indications are generated and whether these are based on CAPAC and or LBT type etc and whether there is some additional filtering of LBT indications on top etc can be left to physical layer (i.e. RAN1 discussions). RAN2 then can simply focus on the mechanism for counting the LBT failure indications from physical layer without going into further details of the LBT state. 

One additional issue to consider is that in addition to the LBT failures due to UL LBT attempts, there may be also cases where LBT in DL may fail (i.e. at the gNB) and this will result in lack of RLM-RS. If it is possible for the UE to reliably identify the instances when the RLM-RS is not transmitted in the DL and distinguish these instances from the cases when RLM-RS is transmitted but received with poor quality, then the slots where RLM-RS is not transmitted can be omitted from the evaluation of IS/OOS generation. It should also be noted that if neither IS nor OOS is indicated from the physical layer as a result of the missing RLM-RS, the overall RLM mechanism is designed to be not affected by this. However, if the channel is loaded and there is an equal probability then that the UL LBT can also fail. So, in order to prevent the scenario where the UE is stuck in such a problematic frequency, it will be better that the DL LBT failures also lead to some LBT failure detection. Then, it is worth considering integrating even the DL LBT failures into the above overall framework. The nice thing about this is that all the aspects related to generation of LBT failure indications (including both UL and DL) are contained within the physical layer. Thus, the overall framework including the DL-RLM can look like below. 
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Figure 2: Generic LBT framework for detecting consistent LBT failures
Based on the above discussion, the following observations are made: 

Observation 3: LBT failure indications are very similar to beam failure indications (i.e. they are aperiodic and may be sent unsolicited from MAC perspective). 

Observation 4: consistent LBT failure detection framework can follow a similar mechanism as beam failure detection in NR

Based on the above, we propose the following: 

Proposal 1: LBT failure indications are generated at the physical layer for both MAC initiated and physical layer initiated transmissions and these are indicated to MAC layer in an aperiodic fashion

Proposal 2: How and when to generate these LBT failures and on what basis etc should be discussed further in RAN1

Proposal 3: LBT failure indications can also be generated due to missing RLM-RS in DL (again details of how this is generated should be up to RAN1) 

Proposal 4: When in RRC_CONNECTED state, consistent LBT failure condition is declared by MAC when the number of LBT failure indications from the physical layer reaches a configured threshold before a configured timer expires (i.e. similar to BFR framework)
3. Framework for RACH
In this section we discuss the LBT failure framework for RACH. RACH is handled separately because, multiple reasons. Firstly, unlike PUSCH and other such signals, RACH is also applicable in IDLE and INACTIVE states. So, a different framework is needed at least for this reason. Further, unlike PUSCH and other such signals, for RACH transmissions, it is important to maximise the chances of successful transmission in UL by providing more RACH occasions in time and frequency. One of the options that is being considered is to provide multiple ROs in frequency (i.e. multiple LBT subbands) and time domain to improve the chance of a successful RACH. Given this, There, can be a large number of RACH attempts from MAC perspective (on different time frequency resources) and multiple retransmission attempts, before RACH eventually succeeds. As such this also means that there can be a large number of LBT failure indications during the RACH procedure. Hence, the framework in section 2 is not suitable for RACH in NR-U. 

Instead, for RACH, a simple timer-based approach can be adopted. In this case, a configurable timer is started when RACH is initiated and if the overall RACH procedure is not completed before the timer expires, then RACH failure is declared. Any failure indications from physical layer during the ongoing RACH procedure are not counted towards consistent LBT failure detection per section 2. Based on the above, the following proposals are made: 

[bookmark: _GoBack]Proposal 5: A separate mechanism to trigger RACH failure due to sustained LBT failures during RACH procedure is specified in MAC
	
Proposal 6: In order to trigger RACH failure due to sustained LBT failure, adopt a timer-based approach to limit the overall duration of the RACH process for NR-U
4. Conclusion and proposals
In this contribution we discuss the overall framework for detecting consistent LBT failures in NR-U and the following observations and proposals are made: 

Observation 1: Given that UL transmissions can be MAC initiated or physical layer initiated, LBT failure indications may be received by MAC in response to MAC initiated transmissions or received unsolicited (i.e. in response to physical layer initiated transmissions). 

Observation 2: LBT failure indications will be aperiodic in nature

Observation 3: LBT failure indications are very similar to beam failure indications (i.e. they are aperiodic and may be sent unsolicited from MAC perspective). 

Observation 4: consistent LBT failure detection framework can follow a similar mechanism as beam failure detection in NR

Proposal 1: LBT failure indications are generated at the physical layer for both MAC initiated and physical layer initiated transmissions and these are indicated to MAC layer in an aperiodic fashion

Proposal 2: How and when to generate these LBT failures and on what basis etc should be discussed further in RAN1

Proposal 3: LBT failure indications can also be generated due to missing RLM-RS in DL (again details of how this is generated should be up to RAN1) 

Proposal 4: When in RRC_CONNECTED state, consistent LBT failure condition is declared by MAC when the number of LBT failure indications from the physical layer reaches a configured threshold before a configured timer expires (i.e. similar to BFR framework)

Proposal 5: A separate mechanism to trigger RACH failure due to sustained LBT failures during RACH procedure is specified in MAC
	
Proposal 6: In order to trigger RACH failure due to sustained LBT failure, adopt a timer-based approach to limit the overall duration of the RACH process for NR-U
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