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Introduction
[bookmark: _Toc242573354]In the work item for NR Mobility Enhancements [1], one objective is to improve the robustness at handover. In RAN2#105_bis it has been agreed to introduce Conditional handover (CHO) to solve robustness/reliability issue:

Agreements
0:	CHO is introduced in NR to solve robustness/reliability issue.

1:The LTE agreements below are applicable for NR: 

a/ CHO is defined as UE having network configuration for initiating access to a target cell based on configured condition(s). 
b/ Usage of conditional handover is decided by network. UE evaluates when the condition is valid.
c/ Support configuration of one or more candidate cells for conditional handover;
=>	FFS how many candidate cells (UE and network impacts should be clarified).
=>	FFS how to include the CHO conditions in UE configuration

d/ The baseline operation for Conditional HO procedure assumes HO command type of message contains HO triggering condition(s) and dedicated RRC configuration(s). UE accesses the prepared target when the relevant condition is met.
e/ The baseline operation for Conditional HO assumes the source RAN remains responsible for RRC until UE successfully sends RRC Reconfiguration Complete message to target RAN. 
f/ 	RAN2 assumes late packet forwarding (i.e. not done immediately when the CHO target cells become prepared) could be suitable for CHO when there are multiple candidate target cells. Early packet forwarding can also be considered. Detailed decisions require RAN3 study.
… … …

In our previous contribution [2] we compared performance between baseline NR and Conditional handover. One key assumption in that contribution was CHO configurations are stored in UE until it performs handover to a target cell. In this contribution, we discuss the potential problems associated with configuring the UE with a validity timer for conditional handover and present simulation results evaluating the impact of validity timer on CHO performance.


Discussion
In RAN2#105_bis the below agreement was made for CHO in LTE:
Agreements

3  The network can inform the UE to release CHO configurations (e.g. candidate cells) by RRC signaling.

In [4] it is proposed that CHO configurations are released when a handover is executed, i.e. a type of implicit release of CHO configurations. That type of implicit release when a handover is executed is assumed in this contribution. That means that CHO configurations can either be released explicitly by RRC signalling or they will be released when a handover is executed. 
Another solution for implicit deconfiguration is to provide the UE with a validity timer for conditional handover configuration. Upon expiry the UE would autonomously release the conditional handover configuration and stop monitoring the conditional handover conditions without informing the network. 
One problem with a validity timer is that it is not only one timer, but many. The timer value needs to be set by the target gNB (or at least with input from the target gNB) as the resources are reserved in the target. As RAN2 has agreed that multiple target cells can be configured, there will also be multiple timers, one by each target. The handling (start/running/expiry) of the timers needs to be done by source gNB though, as the UE is still connected to source gNB and source gNB needs to know which potential target cells are currently configured for conditional handover. The multiple timers can be handled in two different ways, either one timer for each target cell is sent to the UE which maintains multiple timers or source gNB merges all timers into one and sends one timer value to the UE. 
: The values of validity timers need to be set by (or with input from) target gNB, but the handling of the timers needs to be done by source gNB. 
It source gNB merges timers from all target cells into one, the smallest value of all timers need to be taken into account as the target node with the shortest value will not reserve resources any longer than it has set the timer value to. When the source gNB has defined the merged timer value it needs to inform other potential target gNBs that the timer value they set is not valid, but instead the merged timer value. That is necessary so that there is no mismatch between the timer value in the UE and the timer value in the gNB and so that the potential target gNBs can release the resources when the UE releases the conditional handover configuration. This is a first source of increased network signalling caused by validity timers. 
Another source of increased signalling is if the timer is about to expire and no handover has occurred. The source gNB then needs to ask all potential target gNBs if the timer value can be prolonged and all target nodes need to reply to source gNB with new timer values and the procedure with merging of timers needs to be repeated. A new configuration message also needs to be sent to the UE just to inform that the timer value has been prolonged. 
Also, if the network wants to add a cell in the conditional handover configuration, more signalling is needed. When a new cell is added, the timer for existing target cells might be close to expiry and it may be of little use to add a cell with a very short timer value. Source gNB then needs to ask all potential target gNBs if the timer value could be extended and all target gNBs need to reply to source gNB, which will send a new timer value to the UE. 
These cases of prolonging the timer cause both increased network signalling and increased signalling to the UE. 
Another problem with a validity timer is that it is very hard for the network to know what value to set the timer to. The gNB would both need to make an estimate of in which direction the UE would move and how fast and also an estimate of how the load in the network could change. As described above it is the target gNB that needs to define the timer value and the target gNB could possibly make an estimation of the future load in the cell even though that is also hard to predict. However, it is impossible for the target gNB to make an estimate of how the UE would move as the UE is still connected to source gNB. It is the source gNB that could possibly make such an estimation. As the target gNB has no possibility to make an estimation of how the UE might move, source gNB needs to send some information to target gNB that could help target gNB in defining a good timer value. Such information could e.g. be probability of the UE coming to that target cell and an estimate of the time. This is yet another source for increased network signalling. 
: It is difficult for the network to estimate good values of validity timers.  
A consequence of gNB not knowing which value to set the timer to is that gNB would most likely set the timer value rather low to avoid reserving resources unnecessarily long. That means that the risk of timer expiry before any handover has occurred is rather high. In those cases gNB has to make a new configuration for conditional handover which leads to increased signalling towards the UE. It could be argued that gNB can set a high value as the resources can anyhow be released with explicit signalling, but then one can question what the use case of a timer is. In general, the benefits of validity timers need to be clarified.
[bookmark: _Hlk7711618]It can be assumed that it is more common that the network does not have to release the resources reserved for conditional handover before a handover is executed and then the resources are released anyhow. That means in most cases there will be no signalling to release the resources. Validity timers on the other hand cause a lot of network signalling and some extra UE signalling as described above. 
: Validity timers cause a lot of network signalling.
: Validity timers are likely to cause more signalling towards the UE than if only explicit deconfiguration is used.
: The use case of a validity timer is unclear.
Another problem with a validity timer is that there is a very high risk for mismatch between the timer in the UE and in the network. The timer values need to be exchanged between network nodes, possibly back and forth a couple of times as described above, and also sent to the UE. It is likely that the end result is that the timer value in the UE and in the network are slightly different which could lead to failed handovers if the network has already released the resources which the UE thinks are still reserved.
: There is a risk of mismatch of the timer value in the UE and in the network, which may lead to unsuccessful handovers.
In the simulation work, we would evaluate some of these observations and discuss the results
[bookmark: _Ref3885869]Simulation Setup
The conditional handover as presented in [3] serves the basis for this simulation work. The call flow of Figure 1 was assumed during simulation.
[image: ]
[bookmark: _Ref3883552]Figure 1: Call flow for CHO
This procedure was compared to the baseline NR handover call flow as mentioned belowUE
Serving gNB
Target gNB
HO decision
UP data
1. Measurement report
2. HO Request
Accept HO, build RRC config
3. HO Ack (incl. RRC config)
4. HO command 
UE accesses the new cell
5. Synchronization and random access
6. HO confirm
7. HO completed
UP  data

Figure 2: Call flow for Baseline handover
In conditional handover, the network configures the UE with triggering conditions for when a handover should be executed. UE is configured with possible target cell(s). Upon receiving the configuration, UE monitors for the conditions and performs handover when one of the configured conditions is fulfilled. Handover is initiated without sending notification to the source. Any event/combination of events can be used for conditional handover. However, in the simulation A3 event was used for both triggering conditional handover and handover execution. Simulations were performed for low, medium and high speed UEs. The threshold for triggering the conditional handover was set lower compared to triggering of legacy handover. The following setups were used: 
	Simulation parameter
	Parameter Settings

	Carrier Frequency
	2GHz, 20 MHz carrier BW, SCS:15KHz

	Deployment
	ISD=500 m, 7 sites, 3 sectors per site, Cell Radius=166.67 m

	gNB antenna
	Antenna 3gpp36873, 16 elements, 2 rows, 0.7ƛ separation, 80W

	Propagation model
	SCM – {5G-urban macro}

	User properties
	Number of users corresponding to ~85% DL resource utilization. Speed: 15 m/s (0% indoor)

	User session
	FTP, mean file size 300000 bytes, ftp request size 400 bytes, mean reading time 1 s

	NR-SS block settings
	Periodicity 20 ms, 1 beam

	Handover parameters
	A3 event, RSRP threshold {1:5 dB}, Hysteresis {0 dB}, TTT{0.04}

	CHO parameters
	A3 early event, RSRP threshold {-1dB}, Hysteresis {0 dB}, TTT{0.04}.

	T304 (handover) & T310 (out-of-sync)
	1 s



· Conditional Handover issuing event threshold set to -1dB.
· Controls when the conditional Handover command is issued to the UE.
· Possible for network to add/modify target cell(s).
· Handover execution threshold evaluated on 1 dB, 3 dB and 5dB
· Controls when the actual handover is initiated.
· Once a UE is configured with CHO configuration, the resources are reserved both at network and UE side according to validity timers
· Validity timers are iterated over 2sec to 10sec with a granularity of 2sec.
Simulation results
As mentioned in Section 2.1, simulations were performed for UE speed of 15m/s. Below handover parameters were compared to evaluate the performance of CHO for different validity timers:
· Average number of handover attempts/UE
· Average number of successful handovers/UE
We also evaluate ping-pong handovers where ping-pong handovers are defined as handover to source cell within 1 second of performing first handover, i.e. A->B->A type of handover within 1 second.
[image: ]
[bookmark: _Ref3883073]Figure 3: Average number of Handover attempts
[image: ]
[bookmark: _Ref3883759]Figure 4: Average number of successful handovers
[image: ]
[bookmark: _Ref4515860]Figure 5: Average number of Ping-Pong handovers
Figure 3, Figure 4,and Figure 5 shows no discernible impact of CHO on average number of handovers attempts, successful handovers and ping-pong handovers, respectively per UE.
[bookmark: _Hlk7692384]Simulation results shows no discernible impacts of validity timers on handover performance.

To evaluate the impact of validity timer we study the signalling load between network and UE. Furthermore, we make below assumptions:
1) Message containing conditional configuration for a new cell is regarded as required and not counted as overhead.
2) Message containing conditional configuration for a cell that was already configured but resent needed because of validity timer expiration is considered as overhead.
3) Since one message can potentially carry configuration of multiple cells
a. If the message carries configuration for a new cell along with configurations of cells mentioned in 2), that is not regarded as overhead.
b. If the message only carries configuration for cells mentioned in 2), that is regarded as overhead.
The assumptions, in our view, regards only signalling as overhead that could be avoided by not configuring validity timer. We also note that re-configuring old cells with a new cell in same message increases message size and hence affects overhead (which needs to be considered also), but we ignore that since the signalling is anyway needed to be transmitted.


Figure 6 presents one plot of the evaluation mentioned for a handover execution threshold of 5dB.
[image: ]
[bookmark: _Ref3883842]Figure 6: Overhead introduced by validity timer
The configuration message, as mentioned before is the part that cannot be avoided by not using timer (however other optimizations can be utilized) and the Reconfiguration message can be avoided by removing validity timer. From the figure, it can be found that around 18% signalling reduction can be achieved if validity timer is set to 2sec. Also, a validity timer of 10sec fails to achieve 100% overhead while adding additional complexities in the network.
If the network is overloaded and needs to release the resources there will be extra signalling to de-configure conditional handover, but that signalling is basically applicable both with and without a validity timer as it will only be in rare cases that the timer expires in the right moment when the network needs the resources. 
The figure above also does not take network signalling into account, which is the largest source of increased signalling related to validity timer.
[bookmark: _Hlk535588508]Conclusion
Based on the above performance comparison, it can be concluded that validity timer in conditional handover increases signalling overhead in the air interface and adds complexity in network.
Due to the reasons, observations and results described above it is proposed that RAN2 agrees that it is sufficient with explicit deconfiguration and release of conditional handover configurations upon handover execution.
[bookmark: _Hlk7692221]Explicit deconfiguration and release of conditional handover configurations upon handover execution is sufficient (i.e. RAN2 does not introduce UE autonomous release of CHO based on a timer).


[bookmark: _Toc242573360]Summary
[bookmark: _Toc242573361][bookmark: _Hlk528334907]RAN2 is kindly asked to discuss the results in this contribution and below proposals.
1. : The values of validity timers need to be set by (or with input from) target gNB, but the handling of the timers needs to be done by source gNB. 
1. : It is difficult for the network to estimate good values of validity timers.  
1. : Validity timers cause a lot of network signalling.
1. : Validity timers are likely to cause more signalling towards the UE than if only explicit deconfiguration is used.
1. : The use case of a validity timer is unclear.
1. : There is a risk of mismatch of the timer value in the UE and in the network, which may lead to unsuccessful handovers.
1. Simulation results shows no discernible impacts of validity timers on handover performance.
1. [bookmark: _GoBack]Explicit deconfiguration and release of conditional handover configurations upon handover execution is sufficient (i.e. RAN2 does not introduce UE autonomous release of CHO based on a timer).
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