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1	Introduction
[bookmark: _Ref178064866]In RAN2#105bis, the following agreements were made for fast MCG failure recovery: 
Agreements for MCG fast recovery:
0	MCG fast recovery targets all MRDC architecture options
1:	When MCG failure occurs, UE follows SCG failure-like procedure:
i.	UE does not trigger RRC connection re-establishment. 
ii.	UE triggers an MCG failure procedure in which a failure information message is transmitted to the network via SCG.
2: 	MCG fast recovery targets the following use cases MCG leg RLF
FFS: Other uses cases. Can consider in future whether the mechanism can be also be applied in the case of other MCG failures. 
3	MCG fast recovery can only be triggered after AS security has been activated and the SRB2 and at least one DRB have been setup 
4	MCG failure indication should include:
i.	Available measurement results of MCG
ii.	MCG link failure cause
iii.	Available measurement results of SCG
iv.	Available measurement results of non-serving cells
5: 	For MCG failure indication, new RRC message in introduced, e.g. MCGFailureInformation.
6: 	SCG leg of the split SRB1 can be used for MCG fast recovery. 
FFS: If configured, SRB3 can be used for MCG fast recovery. Priority is to complete the solution based on split SRB1
7:	New SRB is not introduced for MCG fast recovery.

In this contribution, we provide further details of the fast MCG recovery using the new MCG failure information procedure. The following aspects are discussed:
· Remaining FFSs regarding triggers for MCG failure information procedure
· Further details on MCG failure procedure
2	Discussion
2.1 	Triggers for MCG failure information
In RAN2#105bis, the following trigger for MCG Failure Information was agreed: 
i. MCG leg RLF
We think this is a good starting level. We have some further considerations regarding some of the further triggers that were discussed in email discussion [105bis#55][1]. 
2.1.1	Integrity check failure
Using integrity protection failure as a trigger for MCG failure information only make sense for the case where MCG failure information can be reported via SRB3. If only SRB1 is available, the transmission of the MCGFailureInformation message would not succeed since the same NR PDCP entity would be used for which integrity check failure was observed. We mainly see potential in the trigger and recovery via SRB3 to address the 5G URLLC use case discussed in SA2 that was brought up by Vodafone during the email discussion. 
Integrity protection failure should only be used as trigger for MCG failure information procedure if SRB3 is configured. 
[bookmark: _Toc7687943]Integrity protection failure as a trigger for the MCG failure information procedure should be further discussed in RAN2 to address the 5G URLLC use case currently discussed in SA2. 
2.1.2	RRC Connection reconfiguration failure
Regarding RRC connection reconfiguration failure as a trigger, as pointed out by Qualcomm in the email discussion, since joint success/failure handling is applied to reconfiguration messages encapsulating both MCG and SCG reconfigurations, it can be that both MCG and SCG are unavailable for transmission, and therefore it is not suitable as a trigger for MCG failure information and the UE shall instead perform RRC re-establishment.
[bookmark: _Toc7687944]RRC connection reconfiguration failure shall not be used as trigger for MCG failure handling. A UE detecting RRC connection reconfiguration failure shall perform RRC re-establishment to restore the connection. 
2.2	Further details of MCG failure information
In the EN-DC baseline NR SCG failure information procedure, the NR SCG transmission for all SRBs and DRBs is suspended upon initiation of the procedure. The same should be applied also for the new MCG failure information procedure.
[bookmark: _Toc7687945]Initiation of the MCG failure information procedure involves suspending MCG transmission for all SRBs and DRBs. 
In 36.331, the NR SCG failure information is triggered only if NR SCG transmission is not suspended. The same rule should apply also for the triggering of MCG failure information, to avoid multiple failure reports from the same issue. Similarly, in order to enable the transmission of the MCGFailureInformation message via the SCG RLC bearer of the split SRB1, there is an additional requirement that the SCG shall not be suspended by previous SCG failure.
[bookmark: _Toc7687946]MCG failure information procedure is initiated only if neither MCG nor SCG transmissions are suspended. 
In case the SCG is already suspended due to SCG RLF, the UE has no means of reaching the network and should fall-back to the RRC connection re-establishment procedure and should not attempt to send MCGFailureInformation message.
[bookmark: _Toc7687947]UE falls back to the RRC connection re-establishment procedure and does not try to report the MCG failure in case SCG is suspended due to previous SCG failure.
In the following subsections, necessary specification changes are discussed separately for the different MR-DC options as specification impact differs.
2.3	Stage 3 changes for NE-DC and NR-DC
In case of NE-DC and NR-DC, RRC enhancements regarding fast MCG recovery require changes and additions only to the NR RRC specification because the SN will just forward the failure report to the MN just like any other message received via split SRB. 
Draft stage 3 aspects are provided within [2] and we propose this is taken as basis for the running stage 3 CR to introduce fast MCG recovery.
[bookmark: _Toc7687948]The draft CR [2] to be merged with the stage 3 running CR to 38.331.
[bookmark: _Ref189046994]2.4	Draft CRs for EN-DC and NGEN-DC
In case of EN-DC and NGEN-DC, RRC enhancements regarding fast MCG recovery require changes and additions only to the E-UTRA RRC specification, because the SN will just forward the failure report to the MN just like any other message received via split SRB.
Draft stage 3 aspects are provided within [3] and we propose this is taken as basis for the running stage 3 CR to introduce fast MCG recovery.
[bookmark: _Toc7687949]The draft CR [3] to be merged with the stage 3 running CR to 38.331.
3	Conclusion
Based on the discussion in the previous sections we propose the following:
Proposal 1	Integrity protection failure as a trigger for the MCG failure information procedure should be further discussed in RAN2 to address the 5G URLLC use case currently discussed in SA2.
Proposal 2	RRC connection reconfiguration failure shall not be used as trigger for MCG failure handling. A UE detecting RRC connection reconfiguration failure shall perform RRC re-establishment to restore the connection.
Proposal 3	Initiation of the MCG failure information procedure involves suspending MCG transmission for all SRBs and DRBs.
Proposal 4	MCG failure information procedure is initiated only if neither MCG nor SCG transmissions are suspended.
Proposal 5	UE falls back to the RRC connection re-establishment procedure and does not try to report the MCG failure in case SCG is suspended due to previous SCG failure.
Proposal 6	The draft CR [2] to be merged with the stage 3 running CR to 38.331.
Proposal 7	The draft CR [3] to be merged with the stage 3 running CR to 38.331.
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