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Introduction
Before last RAN2 meeting, SA5 sent an LS to RAN2 and RAN3 requesting input on the feasibility of end user throughput measurements [1], and RAN3 reply the LS [2] and basically agreed the use case requested by SA5:
	RAN3 thanks SA5 for their LS including agreed use case on PDCP end user throughput and a related potential measurement for “Average buffered DL UE Throughput” in support of this use case.
RAN3 confirms that the proposed measurement is feasible. However, it seems rational to decouple network induced CU-UP latency measurements (T1-T0) from radio-related delay.


Different point of views are raised by some companies [3][4] in RAN2 last meeting, but have no chance to be discussed due to time limit. In this contribution, we intend to discuss this issue.
Discussion
0. [bookmark: OLE_LINK11][bookmark: OLE_LINK10][bookmark: OLE_LINK20][bookmark: OLE_LINK21][bookmark: OLE_LINK565][bookmark: OLE_LINK566]Background
LS from SA5(S5-191391)
As mentioned in the SA5 LS, the following use case for TS 28.552 was agreed by SA5 [5]:
	A.x Monitoring of DL PDCP UE buffered Throughput
To monitor DL PDCP buffered throughput per UE and bearer is essential, to ensure end user satisfaction and well functioning and well configured cells.  If an end user often experiences low quality during use of a service, the end-user might change wireless subscription provider, i.e. loss of income for the network operator.  


And as part of the LS, SA5 mentioned that the purpose is to have a throughput measurement per UE independent of traffic patterns and packet sizes: 
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]“A potential measurement for “Average buffered DL UE Throughput” for a NR UE, there the measurement is performed in gNBCUUP was discussed in SA5#123 but has not yet been agreed and is summarized into this LS. This measurement is intended for throughput per UE and bearer independent of traffic patterns and packet size.  Initial buffering time in gNB, meant as time interval the first PDCP SDU of the new burst is received in CU until its first part is transmitted over air interface of the DU, is also included.”
[bookmark: OLE_LINK220][bookmark: OLE_LINK221]So from SA5 point of view, the “Average DL UE throughput in gNB” use case still defined in 28.552 cannot satisfy the requirement. The “Average DL UE throughput in gNB” use case only cover the RLC level volume of a data burst and the time to transmit this data burst excluding the data transmitted in the slot when the buffer is emptied. Therefore to obtain the result of “PDCP end user throughput measurement” use case, the data volume should aim at the PDCP SDUs in kbits successfully transmitted of a data burst, and the time interval should aim at all the time from this new burst is received in CU until all the data has been transmitted.
Observation 1: “PDCP end user throughput measurement” use case requires the data volume of PDCP level and the time from the new burst is received in CU until all the data has been transmitted.
SA5 gives a method of using the Desired Data Rate in DDDS to reflect the transmitting time of the PDCP PDU:
“Considering the Desired Data Rate includes time intervals when UE has data in the buffer for the given bearer but not scheduled and delay in delivering PDCP PDU from CU to DU it may provide sufficient estimation the time the PDCP PDU related to the PDCP SDU will spend in the buffer of RLC entity.”
Desired Data Rate is defined in TS38.425 and is used to indicate the amount of data desired to be received in bytes in a specific amount of time (1 s) for a specific data radio bearer established for the UE. 
It is to inform the amount of data desired to be received in a specific amount of time for the flow control between the node hosting the PDCP entity and the corresponding node hosting the RLC entity. But it does not mean that the date rate that network has successfully transmitted in the DRB [4]. So using Desired Data Rate or even using the whole DDDS may have two concerns:
1) The Desired Data Rate only indicates the data rate information within time interval, i.e. 1second, not the timing information;
2) The other information in DDDS also cannot reflect the transmission time of the each data, e.g. from Desired buffer size, Sequence Number or other IEs.
So it is questionable that the current IE of desired data rate or the whole DDDS could be used for PDCP end user throughput measurement. If the DDDS is expected to be used for “PDCP end user throughput measurement” use case, it must be transmitted in F1-U/Xn-U/X2-U frequently, i.e. per data burst, and the explicit timing information should be included in the DDDS frame structure. 
[bookmark: OLE_LINK5][bookmark: OLE_LINK6]Observation 2: Using Desired Data Rate in DDDS to calculate the transmitting time of the PDCP PDUs which is requested by SA5 and agreed by RAN3 is irrational.
Reply LS by RAN3(R3-192124)
However in the reply LS [2], RAN3 confirms that the proposed measurement is feasible, and then propose to decouple network induced CU-UP latency measurements (T1-T0) from radio-related delay due to the latency in TNL and within nodes. It is proposed the DL PDCP UE buffered Throughput measurement to reflect radio related delay only [6]. 
Observation 3: RAN3 propose to use the DL PDCP UE buffered Throughput measurement to reflect radio related delay only.
But based on the analysis above, this measurement method which has already approved by RAN3 is irrational due to the two concerns about Desired Data Rate and DDDS.
0. How to perform the PDCP end user throughput
SA5 request this measurement to be obtained by the following formula for a measurement period:

where each ThroughputVolume and ThroughputTime is intended to represent one DL burst for DRB and per split DRB bearer, respectively.

If RAN3 solution of enhance the DDDS is unexpected, there still could have some RAN2 method to achieve proximity solution.
Since SA5 require to measurement the end user throughput of PDCP level, the “DL PDCP SDU Data Volume” measurement could be used as “ThroughputVolume” input. The “DL PDCP SDU Data Volume” measurement sums all the data volumes of PDCP SDUs. For the latency calculation, TS28.552 has already defines the delay types of:
· Average delay DL in CU-UP
This measurement provides the average PDCP SDU delay on the downlink within the gNB-CU-UP split into sub-counters per DRB. 
· Average delay on F1-U
This measurement provides the average GTP packet delay on the F1-U interface into sub counters per DRB.
· Average delay DL in gNB-DU
This measurement provides the average RLC SDU delay on the downlink within the gNB-DU split into sub counters per DRB.
· Average delay DL air-interface
[bookmark: OLE_LINK194][bookmark: OLE_LINK195]This measurement provides the average time it takes to get a response back on a HARQ transmission in the downlink direction.
[bookmark: OLE_LINK22][bookmark: OLE_LINK23]The average DL delay in CU-UP and in DU could be used to estimate the buffer status of the PDCP and RLC/MAC. But for RLC AM mode, “buffer in RLC entity gets empty after T0” requested in SA5 LS [1] occurs only when the RLC entity of sender received ACK from the RLC entity of receiver in RAN2,  which includes the air-interface latency and seems do not accord with SA5’s real intention. 
Observation 4: The description of “buffer in RLC entity gets empty after T0” requested in SA5 LS seems do not accord with SA5’s real intention.
[bookmark: _GoBack]Proposal 1: Confirm SA5’s real intention about “PDCP end user throughput measurement” use case, and then make decision of the solution.
If the description of “buffer in RLC entity gets empty after T0” is confirmed by SA5, for RLC AM mode, the average delay DL air-interface should also be considered for average throughput time calculation to follow SA5’s solution as much as possible.
To calculate the “ThroughputTime”, there may be some difference for split and non-split DRB: For non-split DRB, sum of all the delays listed above could be used simply; And for split DRB, since there are different delays of Average delay on F1-U/ Average delay DL in gNB-DU/ Average delay DL air-interface for different legs, the longer sum of all delays value corresponds to the leg which finished the data transmission last could be used.
Proposal 2: Use “DL PDCP SDU Data Volume” measurement as input of “ThroughputVolume”.
Proposal 3: Use Average delay in CU-UP/F1-U/DU/air-interface measurements as inputs of “ThroughputTime”.
0. In which node to calculate the measurement result
Most of other use cases mentioned in 28.552 which only involving RAN2 have been agreed in RAN2 [7], and all of these measurements can be calculated in only one node, e.g. in CU-UP or in DU. But if this measurement of PDCP end user throughput measurement is introduced and the definition proposed in above is approved, the data volume and the delay information should be collected in CU-UP and DU respectively. Therefore in which node to calculate the final result could be discussed, this may have impact on the singalling transfer on the interfaces Xn/X2/F1 by RAN3. Since for split DRB there will be one than one DU, it is proposed to transmit the delay information collected by DU(s) to CU-UP, and CP-UP will finally calculate the result of PDCP end user throughput.
Proposal 4: DU sends the delay information collected by DU(s) to CU-UP. 
From the analysis above, it is proposed to XXX. And if these proposals are approved, an LS should be send to RAN3 and SA5 to inform RAN2’s view and 
Proposal 5: Send LS to SA5 and RAN3 about RAN2’s view.
Conclusion
[bookmark: OLE_LINK58][bookmark: OLE_LINK59][bookmark: OLE_LINK60]According to the analyses in section 2, we have:
[bookmark: OLE_LINK47][bookmark: OLE_LINK48]Observation 1: “PDCP end user throughput measurement” use case requires the data volume of PDCP level and the time from the new burst is received in CU until all the data has been transmitted.
Observation 2: Using Desired Data Rate in DDDS to calculate the transmitting time of the PDCP PDUs which is requested by SA5 and agreed by RAN3 is irrational.
Observation 3: RAN3 propose to use the DL PDCP UE buffered Throughput measurement to reflect radio related delay only.
Observation 4: The description of “buffer in RLC entity gets empty after T0” requested in SA5 LS seems do not accord with SA5’s real intention.
And we propose:
Proposal 1: Confirm SA5’s real intention about “PDCP end user throughput measurement” use case, and then make decision of thesolution.
Proposal 2: Use “DL PDCP SDU Data Volume” measurement as input of “ThroughputVolume”.
Proposal 3: Use Average delay in CU-UP/F1-U/DU/air-interface measurements as inputs of “ThroughputTime”.
Proposal 4: DU sends the delay information collected by DU(s) to CU-UP. 
Proposal 5: Send LS to SA5 and RAN3 about RAN2’s view.
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