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[bookmark: OLE_LINK27][bookmark: OLE_LINK28]Introduction
In RAN2 #103 meeting, the email discussion of flow control [1] was treated and another email discussion to approve the TP was issued [3]. In the TP for approval, we will try to capture the scenario of UL flow control and DL flow control. In the TP, we addressed some simple observation of end to end flow control and hop by hop flow control. We identified that the end to end flow control is a simple and effective way to alleviate the congestion in backhaul link by reusing F1-U or F1*-U. But also we identified that end to end flow control reacts slowly, we may need hop by hop flow control mechanism as a complementary fast react mechanism. In fact, hop by hop flow control is implemented in layer other than F1-U layer. So hop by hop flow control and end to end flow control can co-exist, or be one of the alternatives, can be further discussed in this paper. 
Furthermore, in the SI, we didn’t define the granularity of flow control, which could be per UE radio bearer, per RLC-channel, or per backhaul link. This paper will study the three granularities and try to give a granularity of flow control. 
Discussion
[bookmark: OLE_LINK7][bookmark: OLE_LINK8]In end to end flow control, it is clear that we will use F1-U or F1*-U message to feedback the downlink delivery status. The hop by hop flow control can be feedbacked via MAC or adaption layer message. Therefore, technically speaking, end to end flow control and hop by hop flow control can be implemented simultaneously in different dimensions. An IAB node shall be able to request the downlink flow control via F-U by end to end ARQ. Due to the previous consideration, end to end flow control may react slowly due to the CU may not be able to locate the congested hop, so when the downlink buffer status is over an (pre-) configured lower threshold, it may trigger end to end flow control first. Then afterwards if the buffer size has not been alleviated, but goes on the edge of overflow, the IAB node can request downlink flow control to the father node via hop by hop flow control. So the working procedure is an IAB node implementation likely approach, it is up to the congested node to decide when to trigger flow control and whether hop by hop or end to end flow control.
[bookmark: OLE_LINK17][bookmark: OLE_LINK18]Proposal 1: both end to end flow control and hop by hop flow can co-exist, it is up to the congested node to decide when to trigger flow control and whether hop by hop or end to end flow control. 
In addition, the flow control granularity could be per UE radio bearer, per RLC-channel, or per backhaul link. We assume that the radio qualities of one UE’s different radio bearers are the same. So if one UE RB is congested, the other RBs shall suffer the same radio circumstances. Although different RBs may have different radio resources allocated due to LCP procedure, but given that N:1 bearer mapping is considered in IAB, if flow control is per UE radio bearer, it is difficult to distinguish each congested radio bearer, UE radio bearer id + UE id shall be feedbacked along with the buffer status, which costs more signaling overhead. Furthermore, in the same IAB backhaul, the radio conditions of different radio bearers shall be the same, so it is unnecessary to distinguish different radio bearer of the same IAB backhaul or UE access link. 
Proposal 2: it is suggested to feedback per backhaul link level flow control granularity. 
1.1. End to end flow control: 
[bookmark: OLE_LINK11][bookmark: OLE_LINK12]In end to end flow control, if backhaul link is congested, in figure 1, UE5-1, UE5-2 and UE6 are served by access UE IAB5 and IAB6, so BH5 and BH6 are aggregated in BH2. If BH6 is congested, due to the previous statement in TR, node ID where the congestion occurs may be included in the feedback message to donor CU. Also, the downlink buffer status information should be included in the feedback information as well. So Donor CU will alleviate the downlink data toward IAB6. 
It shall be noticed that there is a special case should be considered. If the radio link quality of UE5-1 and IAB5 is fading, in this case IAB5 should report UE5-1 to Donor IAB in order to assist the donor CU to alleviate the downlink transmission towards this specific UE. 


Figure 1: end to end flow control
Proposal 3: in end to end flow control, the congested hops upstream node shall feedback the buffer status information and the downstream node ID. If the downstream node is an UE, then the access IAB node feedback the UE ID. 
1.2. Hop by hop flow control:
As we discussed above, in hop by hop ARQ, in figure 2, if hop 1 is congested, IAB1 shall feedback buffer status towards IAB2. As per the reported buffer status, IAB2 should alleviate the downlink transmission. 


Figure 2: hop by hop flow control
In hop by hop flow control, the flow control is performed between the upstream node of the congested backhaul link and its parent node. As we explained in figure 1, the upstream node of the congested backhaul link could be the access IAB node, and its parent node could be IAB donor CU. In figure 2 where we illustrate how hop by hop flow control works, if hop 2 is congested, then IAB2 shall feedback the downlink buffer status.
Although hop by hop flow control is between the upstream node and its parent node, in figure 2, we assume BH5 is congested and BH6 is fine. So when IAB4 feedbacks information to IAB1, IAB4 shall request IAB1 to alleviate the downlink transmission towards IAB5, with no impact regarding IAB6. So the congested node ID shall be reported in hop by hop flow control. 
Proposal 4: in hop by hop flow control, the father node should include the downlink buffer status and the node ID. 
Conclusion 
In this contribution, we discuss the flow control scenario for L2 IAB architectures and have the following observations and proposals:
Proposal 1: both end to end flow control and hop by hop flow can co-exist, it is up to the congested node to decide when to trigger flow control and whether hop by hop or end to end flow control. 
Proposal 2: it is suggested to feedback per backhaul link level flow control granularity. 
Proposal 3: in end to end flow control, the congested hops upstream node shall feedback the buffer status information and the downstream node ID. If the downstream node is an UE, then the access IAB node feedback the UE ID. 
Proposal 4: in hop by hop flow control, the father node should include the downlink buffer status and the node ID. 
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