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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction
In the RAN#83meeting, the WID on Support of NR Industrial Internet of Things (IoT) has been approved [1]. One objective for NR intra-UE prioritization/multiplexing is following:
	· Specify enhancements to address resource conflicts between dynamic grant (DG) and configured grant (CG) PUSCH and conflicts involving multiple CGs [RAN2, RAN1].
· Specify PUSCH grant prioritization based on LCH priorities and LCP restrictions for the cases where MAC prioritizes the grant [RAN2].


In this paper, we discuss how to handle the prioritization between transmissions on multiple active configured grants which are overlapping in time.
2. Discussion
[bookmark: OLE_LINK28][bookmark: OLE_LINK29][bookmark: OLE_LINK23][bookmark: OLE_LINK21][bookmark: OLE_LINK22][bookmark: OLE_LINK30][bookmark: OLE_LINK31][bookmark: OLE_LINK24]In the email discussion [2], the following two use cases of multiple active configured grant configurations for a given BWP of a serving cell have been identified. 
· Use case 1: Conflicted CGs support different service/traffic types with different requirements on latency, reliability, packet size etc. 
In this use case, multiple UL grants are configured for different service/traffic types. For example: two UL grants are configured to one UE. One is for URLLC purpose, e.g. with symbol level periodicity and proper MCS/TBS for URLLC, while the other is intended for eMBB service, e.g. with higher MCS/TBS. Because the periodicity and offset within the periodicity might be different for different service, gNB might not ensure the configured grants never overlap in time. 
This use case has been widely discussed in RAN2#105, and the agreements are following:
	UE prioritization of a grant when there is at most one dynamic grant in the set of conflicting grants (scenario 2 and CG/CG collision) shall be addressed. MAC specifies currently the UE prioritization of such cases, and modifications to MAC would be required.
For cases when MAC prioritizes a grant, MAC prioritizes the grant on which data of the highest priority can be transmitted according to LCP restrictions and priority configured for each LCH.


Hence, the MAC should perform selection of logical channel for each conflicted CG to decide which CG can carry the highest priority logical channel. In TS38.321, the MAC entity should perform selection of logical channel in the following manner:
	[bookmark: _Toc534933446]5.4.3.1.2	Selection of logical channels
The MAC entity shall, when a new transmission is performed:
1>	select the logical channels for each UL grant that satisfy all the following conditions:
2>	the set of allowed Subcarrier Spacing index values in allowedSCS-List, if configured, includes the Subcarrier Spacing index associated to the UL grant; and
2>	maxPUSCH-Duration, if configured, is larger than or equal to the PUSCH transmission duration associated to the UL grant; and
2>	configuredGrantType1Allowed, if configured, is set to true in case the UL grant is a Configured Grant Type 1; and
2>	allowedServingCells, if configured, includes the Cell information associated to the UL grant. Does not apply to logical channels associated with a DRB configured with PDCP duplication within the same MAC entity (i.e. CA duplication) for which PDCP duplication is deactivated.
NOTE:	The Subcarrier Spacing index, PUSCH transmission duration and Cell information are included in Uplink transmission information received from lower layers for the corresponding scheduled uplink transmission.



According to the above description, the logical channels are allowed to use one CG if the CG satisfies the quoted conditions, which does not consider the Type2 CG. In our understanding, the conflictions involving both Type1 and 2 CG should be addressed. Hence, it makes sense to introduce the logical channel restriction based on type 2 CG, i.e. configuredGrantType2Allowed, which enables the network to reserve type2 CG only for high priority logical channels. 
In addition, for each CG configuration, the MCS-table which is related to the reliability requirement of traffic is configured. It is reasonable for the network to reserve the CG with mcs-table set to ‘qam64LowSE’ to the logical channels carrying URLLC traffic. However, currently the network has no way to prevent logical channels carrying eMBB traffic from using the CG with mcs-table set to ‘qam64LowSE’. Therefore, we suggest the restriction based on MCS-table should also be introduced.
[bookmark: _Ref536869248][bookmark: OLE_LINK2][bookmark: OLE_LINK3]Proposal 1: Restriction based on type 2 CG and MCS-table should be introduced for MAC to perform logical channel selection for one CG. 

· Use case 2: Conflicted CGs are applied to the same service/traffic type when K repetitions is configured
The main features for use case 2 are following:  
· The multiple configured grant configurations have the same periodicity but can have different time offsets
· UE should start PUSCH transmission at the beginning of a first repetition of a transmission occasion of a configured grant configuration and continue K times repetition.
In this use case, multiple UL grants are configured for a given URLLC service. The multiple UL grants are overlapping in time which is illustrated in the following figure. 


Figure 1 multiple UL grants configured for one URLLC service
In the above figure, the resource1/3/5 are allocated by configured grant1, while resource2/3 are allocated by configured grant2. Each resource is applied for 4 transmissions, i.e. initial transmission and 3 repetitions. The periodicities of both configured grants are 6. At time T1, one packet (i.e. PKT1) arrives and is transmitted via the resource2. At time T2, another packet (i.e. PKT2) arrives. Transmission collision between configured grants (i.e. resource2 and 3) occurs.  Two options can be considered to handle the collision.
· Option1: PKT2 is sent via the resource3
In this option, the last repetition of PKT1 on resource 2 is given up and the PKT2 is sent via the resource3. If the reception of PKT1 is not successful in gNB, the gNB could provide extra UL grant for PKT1 retransmission later. This option can shorten the latency experienced by PKT2, while the latency of PKT1 is increased if retransmission is needed.
· Option2: PKT2 is sent via the resource4
In this option, the transmission of PKT2 is deferred to the resource4. As a result, the repetition of PKT1 is not interrupted at the cost of increasing latency experienced by PKT2. 
We propose RAN2 to discuss which option should be adopted in use case2.
[bookmark: _Ref536869250]Proposal 2: RAN2 to discuss how to handle the resource conflicts between CGs for one URLLC service when K repetitions are applied with the CG, i.e. one CG resource carrying the  repetition of a previous packet conflicts with the next CG resource  carrying initial transmission of a later packet.
3. Conclusion
In this contribution, we discuss how to handle prioritization between transmissions on multiple active configured grants which are overlapping in time and propose:
Proposal 1: Restriction based on type 2 CG and MCS-table should be introduced
Proposal 2: RAN2 to discuss how to handle the resource conflicts between CGs for one URLLC service when K repetitions are applied with the CG, i.e. one CG resource carrying the  repetition of a previous packet conflicts with the next CG resource  carrying initial transmission of a later packet.
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