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1. Introduction

In RAN2#105 meeting, RAN2 discussed MCG fast recovery in CA/DC enhancement WI. Some agreements are reached:

Agreements

1. MCG failure can be indicated to the network via the SCG. FFS if via SCells. 

2. FFS how the failure is indicated, which SRBs, and which failure case the fast MCG failure recovery.  

3. We will aim to have a unified solution for the failure cases that we want to address. 

In RAN2#105bis meeting, RAN2 reached some agreements as 
Agreements for MCG fast recovery:

0
MCG fast recovery targets all MRDC architecture options

1:
When MCG failure occurs, UE follows SCG failure-like procedure:

i.
UE does not trigger RRC connection re-establishment. 

ii.
UE triggers an MCG failure procedure in which a failure information message is transmitted to the network via SCG.

2: 
MCG fast recovery targets the following use cases MCG leg RLF

FFS: Other uses cases. Can consider in future whether the mechanism can be also be applied in the case of other MCG failures. 

3
MCG fast recovery can only be triggered after AS security has been activated and the SRB2 and at least one DRB have been setup 

4
MCG failure indication should include:

i.
Available measurement results of MCG

ii.
MCG link failure cause

iii.
Available measurement results of SCG

iv.
Available measurement results of non-serving cells

5: 
For MCG failure indication, new RRC message in introduced, e.g. MCGFailureInformation.

6: 
SCG leg of the split SRB1 can be used for MCG fast recovery. 

FFS: If configured, SRB3 can be used for MCG fast recovery. Priority is to complete the solution based on split SRB1
7:
New SRB is not introduced for MCG fast recovery.

This paper will be based on the working assumption that MCG failure will not trigger the RRC reestablishment procedure, and report the MCG failure issue to the network via SCG. The paper will focus on the UE behaviour after MCG failure information report and how to trigger RRC Reestablishment procedure.
2. Discussion

Based on current agreements, the MCG failure will trigger UE to report the MCG failure information to network via SCG. However, there is a case that the SCG is also not good enough when MCG failure happens. Or the UE may prefer to trigger RRCReestablishment directly. There are 2 options for UE:

Option 1: the UE will determine the MCG failure report instead of RRCReestablishment procedure based on RSRP threshold configured by network.

Option 2: it is up to UE implementation to determine either the MCG failure report or RRCReestablishment.
Proposal 1: it is up to UE implementation to determine either the MCG failure report or RRCReestablishment when MCG failure happens.
In last RAN2 meeting, there is a FFS “FFS: If configured, SRB3 can be used for MCG fast recovery. Priority is to complete the solution based on split SRB1”. It is discussed that the MCG failure PDCP PDU in MN PDCP will be not delivered to MN RRC if there is a NACK PDCP SDU before MCG failure PDCP PDU for split SRB1. If the DRB IP check failure results in MCG failure, the PDCP in MN is not reliable and the MCG failure PDCP PDU is still transfer to MN PDCP. The two cases will results in MCG failure report transmission fails. So it seems SRB3 is more reliable than split SRB1.
Proposal 2: the SRB3 is also supported for MCG failure recovery. It is up to network implementation to select either split SRB1 or SRB3 for MCG failure recovery.
After MCG failure report, the UE will wait for the response from network after MCG failure information reporting, e.g HO command. However, if MCG RLF happens and SCG link is not good enough, it is not clear. The UE can still send the MCG RLF to the network via SCG, but MCG failure report may fail due to the bad signal of the SCG. UE does not know when the response from network will arrive. It is not good to keep the UE waiting for a long time. If the network can not feedback an action immediately, it is better to make the UE trigger a RRC reestablishment procedure. So a timer should be introduced to control to trigger RRC Reestablishment procedure due to MCG failure reporting failure. 

We propose the UE should start a timer after sending the MCG failure information. The UE will trigger the RRC reestablishment procedure immediately if the timer expiries.

Proposal 3: the UE should start a timer after sending the MCG failure information. The UE will trigger the RRC reestablishment procedure immediately if the timer expiries. The timer can be configured in SIB or dedicated RRC signalling.

Furthermore, if MCG RLF happens and SCG RLF happens too, it is obvious to trigger RRC Reestablishment procedure. After RLF declaration, the UE will search for the suitable cell for RRC reestablishment procedure. Both MN RAT and SN RAT are serving RAT and store the UE AS context for the UE. For NE-DC or NG EN-DC, both MN and SN are connected to 5GC. In some case, the UE may be hard to find a suitable cell in MN RAT, e.g. in NE-DC case, the NR coverage is not wide coverage and the UE may find a suitable cell is LTE cell, not NR cell. In order to improve successful possibility of the RRC Reestablishment, it is beneficial to allow the UE initialize the RRC Reestablishment procedure toward to SN RAT if 5GC is connected. 

Proposal 4: UE can initialize the RRC Reestablishment procedure toward to SN RAT if 5GC is connected. 
MCG failure information report will be forwarded to the MN finally. The MN will make the decision if the HO is trigger or not. Then the MN will configure the HO command to the UE. So the HO command will configured to the UE also via SCG, e.g. Split SRB or SRB3. No matter which one is used, we propose to use the same bear as the bear used for MCG failure information report.
Proposal 5: it is up to MN to make the HO decision after MCG failure reception.
Proposal 6: use the same bear to carry HO command as the bear carry MCG failure information report.
After reception of the MCG failure report from SN, the MN will determine the target MN and initial the HO preparation procedure. Then the MN will forward the HO-CMD to the SN and ask for SN to send it to UE. The general procedure is as below figure.
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Option 1: MN contact the target MN during HO
The HO command will be entirely generated by the target MN and sent by SCG. So we think it is better to let the SN to perform the HO preparation procedure and contact with target MN. It can reduce the HO delay more or less.

[image: image2.emf]S-MN S-SN T-MN

UE

1. MCG failure report

2. MCG failure report

4. HO Request

5. HO Request ACK 3. HO Indication

6. HO Commond


Option 2: SN contact the target MN during HO
Proposal 7: the SN can contact the target MN and trigger the resource preparation in target cell.

Proposal 8: send LS to RAN3 if proposal 7 is agreed.
3. Conclusions:

In this paper, we discuss fast recovery of MCG link issue. We propose: 
Proposal 1: it is up to UE implementation to determine either the MCG failure report or RRCReestablishment when MCG failure happens.
Proposal 2: the SRB3 is also supported for MCG failure recovery. It is up to network implementation to select either split SRB1 or SRB3 for MCG failure recovery.
Proposal 3: the UE should start a timer after sending the MCG failure information. The UE will trigger the RRC reestablishment procedure immediately if the timer expiries. The timer can be configured in SIB or dedicated RRC signalling.

Proposal 4: UE can initialize the RRC Reestablishment procedure toward to SN RAT if 5GC is connected. 

Proposal 5: it is up to MN to make the HO decision after MCG failure reception.

Proposal 6: use the same bear to carry HO command as the bear carry MCG failure information report.
Proposal 7: the SN can contact the target MN and trigger the resource preparation in target cell.

Proposal 8: send LS to RAN3 if proposal 7 is agreed.
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