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Introduction
For IAB operation in the downlink, the IAB-donor DU needs to perform mapping of UE bearers to the appropriate RLC channels. How this mapping should be performed was discussed in RAN3#103bis, resulting in the following RAN3 working assumption [1] and corresponding LS to RAN2 [2] to confirm whether the number of bearers supported with this agreement is sufficient.
WA: adopt IPv6 flow labels for 1:1 mapping; FFS whether to also use DSCP

- ask RAN2 to confirm above assumption; if RAN2 confirms, it seems we can turn WA into agreement
 
CB: # 36_LStoRAN2
-  capture agreement & WA (“full picture”), ask for confirmation that the # of bearers supported with this agreement+WA is sufficient
(QC)
LS to RAN2 in R3-192065

In this contribution we discuss whether the working assumption is enough to support the number of bearers required in a practical IAB deployment from an operator’s perspective. 

IPv6 Flow Labels for 1:1 Mapping in IAB
Per the above stated working assumption in RAN3#105bis, the 20-bit flow label field in the IPv6 header [3] is adopted for 1:1 mapping between the UE bearers and backhaul RLC channels at the IAB-donor DU. 
[image: ]
Figure 1: IPv6 header 
In this section we consider the implications of using a 20-bit flow label for bearer mapping (as opposed to a larger number, such as a 32-bit GTP-U TEID) and discuss whether it is sufficient for a practically deployed IAB network with 1:1 bearer mapping between UE bearers and backhaul RLC channels. Note that 1:1 bearer mapping may be required to allow more bearer-specific QoS treatment. 
Number of supported IAB nodes
A 20-bit flow label corresponds to 1,048,576 unique bearers. Considering the 32-bearer limit per MT, and one MT per IAB node, this corresponds to an IAB network where the IAB-donor DU supports a topology of 32,768 IAB nodes. A practical well-managed IAB network is likely to have on average about 2 to 3 hops and perhaps extending to 4 or 5 hops in rare cases. If we consider an aggressive assumption of 3 or 4 child IAB nodes for every parent IAB node in a 5-hop IAB network, that results in the need for the donor DU to support 364 IAB nodes (3 child case) or 1365 IAB nodes (4 child case). These numbers are more than an order of magnitude lower than the 32,768 IAB nodes that can be supported with the 20-bit IPv6 flow label assuming 32 bearers for every MT in the IAB.
[bookmark: _Hlk5712181]Even if we take a very extreme and impractical example of an IAB network consisting of 9 hops with every single parent IAB node supporting 3 child IAB nodes, that would still result in a topology consisting of 29,524 IAB nodes with every MT in the network supporting 32 bearers. So, it is safe to conclude that the 20-bit IPv6 flow label field provides sufficient bearer identification space for 1:1 mapping to support IAB topologies in even the most aggressive IAB deployment scenarios.
Observation 1: The 20-bit IPv6 flow label field provides sufficient bearer identification space for 1:1 mapping to support IAB topologies in even the most aggressive IAB deployment scenarios.

Customer experience
Another consideration when evaluating the number of IAB nodes and bearers that can/should be supported by the IAB-donor DU is the practical throughput performance experienced by customers. It may be fair to assume that the IAB-donor DU is able to support a very large throughput pipe to be shared across all the active bearers in the underlying IAB topology. If we assume that the IAB-donor DU can support a maximum capacity of 20 Gbps, and that only 10% of the allocated 1,048,576 bearers (corresponding to 20-bit IPv6 flow label field) are actively in data transactions, each bearer would achieve a throughput performance of a meagre 191 kbps. In practice, the actual performance with such a large number of bearers may be worse, because this back-of-the-envelope estimate does not account for the effect of multi-hop latency on throughput performance. Hence, from a practical customer experience perspective an IAB network operator would never deploy the IAB network to fully utilize the range of bearers supported by the 20-bit IPv6 flow label field. 
Observation 2: From a customer throughput experience perspective an IAB network operator would never deploy topologies that fully utilize the range of bearers supported by the 20-bit IPv6 flow label field. Hence, the 20-bit IPv6 flow label field is sufficient. 

Reason for 1:1 bearer mapping
IAB supports two types of bearer mappings between UE bearers and backhaul RLC channels: N:1 and 1:1. The main reason for supporting 1:1 bearer mapping is to be able to support fine-grained QoS control on the performance of bearers. Fine-grained QoS control is required when the performance achieved by bearers needs to meet certain minimum throughput or latency constraints. The idea of supporting a very large number bearers (>1,048,576) in the IAB topology under the IAB-donor DU is fundamentally at odds with the purpose of supporting 1:1 bearer mapping. As described in the paragraph above Observation 2, when a very large number of bearers (and correspondingly a very large topology) is supported by the IAB-donor DU, it becomes very difficult to provide good QoS performance to the bearers. In fact, it is quite likely that when an IAB network operator wants to deliver tight QoS control using 1:1 bearer mapping they might consider limiting the depth of the network topology supported by the IAB-donor DU even more than the case when tight QoS control is not required. Hence, for 1:1 bearer mapping case with tight QoS control, 20-bit IPv6 flow label field is even more likely to be sufficient compared to a deployment scenario where tight QoS control is not required. 
Observation 3: For 1:1 bearer mapping case with tight QoS control, 20-bit IPv6 flow label field is even more likely to be sufficient compared to a deployment scenario where tight QoS control is not required.
Due to above observations and discussion, we strongly feel that from an operator’s perspective, the 20-bit IPv6 flow label field adopted by RAN3’s working assumption provides sufficient space to support practical IAB deployment scenarios. We propose that RAN2 should confirm RAN3’s working assumption to adopt IPv6 flow labels for 1:1 bearer mapping.
Proposal 1: 20-bit IPv6 flow label field is expected to provide sufficient space to support practical IAB deployment scenarios, so RAN2 should confirm RAN3’s working assumption to adopt IPv6 flow labels for 1:1 bearer mapping.

Conclusion
In this contribution we discussed the use of IPv6 flow label field for 1:1 bearer mapping. The following observations and proposal were made: 
Observation 1: The 20-bit IPv6 flow label field provides sufficient bearer identification space for 1:1 mapping to support IAB topologies in even the most aggressive IAB deployment scenarios.
Observation 2: From a customer throughput experience perspective an IAB network operator would never deploy topologies that fully utilize the range of bearers supported by the 20-bit IPv6 flow label field. Hence, the 20-bit IPv6 flow label field is sufficient. 
Observation 3: For 1:1 bearer mapping case with tight QoS control, 20-bit IPv6 flow label field is even more likely to be sufficient compared to a deployment scenario where tight QoS control is not required.

Proposal 1: 20-bit IPv6 flow label field is expected to provide sufficient space to support practical IAB deployment scenarios, so RAN2 should confirm RAN3’s working assumption to adopt IPv6 flow label for 1:1 bearer mapping.
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