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1.	Introduction
In RAN2#105, RAN2 discussed the adaptation layer and the following agreement was made. With this agreement, the adaptation layer would perform routing function to determine a backhaul link and perform bearer mapping or BH RLC channel mapping to determine a backhaul RLC channel. 

	RAN2 confirms that routing and bearer mapping (e.g. mapping of BH RLC channels) are adaptation layer functions



After an offline discussion in the last meeting, two email discussions were approved to make a progress on the adaptation layer, one is Routing and another is Bearer mapping. This email discussion is for Routing in the adaptation layer and especially focuses on two questions below to make possible easy agreements for the next meeting.

[105#46][IAB] Routing (LG)
	Intended outcome: Report, identify options, possible easy agreements, see also R2-1902645
	Deadline: Thursday 28/03/2019

-	What information needs to be held on the adapt header for routing, and how is this information used on the adapt layer entity 1) for the forwarding of PDUs from RX part to TX part, and 2) for performing of routing by the TX part (e.g., routing table with (routing Id, BH link Id)-pairs).
-	What identifiers would be best used for the table entries (e.g. IAB-node address for routing Id and C-RNTI for BH-link Id).

2.	Discussion
There were several proposals for routing identifiers and related functions submitted to RAN2#105 meeting [1-9]. They can be classified into two schemes:
· Routing based on the destination address, i.e., using destination IAB node or IAB donor address.
· Routing based on the preconfigured path, i.e., using specific path identifier.

More specifically, in routing based on the destination address, an intermediate IAB node determines the next backhaul link for the packet based on the destination address in the adaptation header of the incoming packet. If there are multiple routes to a destination address, it may need a way to select one of multiple routes. On the other hand, in routing based on the preconfigured paths, all paths are computed by the IAB donor node and provided to each IAB node. An intermediate IAB node determines the next backhaul link of the packet based on the Path ID in the adaptation header of the incoming packet by inspecting the paths stored in the intermediate IAB node. In this case, even though there may be multiple routes to a same destination IAB node, each route may have different path ID and only one path ID may be matched and one route would be selected.
As explained above, those two schemes are different and may require different handling and route identifier for routing. However, rather than deciding desired routing scheme, identifying the required information for each routing scheme is deemed essential in this e-mail discussion. Thus, this email discussion tries to handle questions on fundamental definition/required information for routing first and then look over each routing option to help RAN2 make decision on routing at the next meeting.

2.1	Routing definition and required information
Basically, the routing is comprised of delivering a packet to a destination node and selecting a next node, by the intermediate node, among given multiple nodes. For IAB, selecting a next node should be selection of a next backhaul link. The first question is what else should routing do for IAB?
Question 1: For IAB, routing delivers a packet to a destination node by selecting a next backhaul link among given multiple backhaul links at the intermediate IAB node. Do you think this is enough for routing? If no, what else should routing do for IAB? 
	Company
	Yes/No 
	Comments

	Qualcomm
	No
	We need to specify “destination node”. In upstream direction, we only need to consider the IAB-donor DU. In downstream direction, “dest node” may refer to the IAB-node, the IAB-node-MT or the IAB-node-DU. The IAB-node-DU does not make sense since Adapt route is configured before the IAB-node-DU launches. IAB-node-MT makes sense since it allows differentiating adapt routes to different MTs collocated on the same IAB-node.
We further need to specify that for UL packets, selection of BH links can only occur in upstream direction, for DL packets only in downstream direction.

	Samsung
	Yes, but…
	Question is a bit unclear. If you are asking if your definition of routing (“delivers a packet to a destination node by selecting a next backhaul link among given multiple backhaul links at the intermediate IAB node”) is correct, we would say yes.
But, as QC point out, the mechanism how this is done is more complex. However our understanding (unlike QC’s) is that your intention was to cover that in questions that follow so we will express our views below.

	OMESH
	Yes?
	This is a classical definition of general routing, which is always correct. There have been discussions to avoid congestions and link failures by selecting alternative routes, but we understand IAB routing is a special class of routing for multihop wireless backhaul, as compared to general-purpose routing function.

	Intel
	Yes
	This is an adequate definition of routing. The rest is about how this is achieved.

	KDDI
	Yes
	We can use this definition as a baseline. We can update the definition later, if needed, to be aligned with the detailed “routing” design.

	CATT
	Yes
	We think every node can just know the next node, which is the most  simple way. Destination node is not necessary to the intermediate node. 

	ITRI
	Yes
	Agree with KDDI that this definition can be a baseline. 

	Sony
	Yes
	The definition is correct. And in a broader concept, route management aspect e.g. alternative route selection and route reselection should also be considered.  

	Nokia, Nokia Shanghai Bell
	Yes
	

	Lenovo&MotoM
	Yes
	Agree with KDDI that this definition can be baseline. It can be updated later. For example, if duplication is supported, more than one next backhaul link can be selected.

	ZTE
	Yes
	In addition to intermediate IAB node, routing also happens at access IAB node and donor DU. So it is suggested to extend the scope of the question to include not only intermediate IAB node, but also donor DU and access IAB node.

	LG
	Yes
	This is the definition for routing in IAB and then we can focus on the discussion on how to achieve this definition of routing for IAB. 

	Ericsson
	Yes
	Agree with Intel and KDDI comments.

	AT&T
	Yes
	The description of routing in proposed Question 1 is correct at a high level. As explained by Qualcomm there may be additional considerations such as definition of destination node, and differences wrt uplink vs. downlink. Routing also needs to be able to respond to dynamically changing radio conditions in the IAB network. As suggested by others we can capture the proposed definition as baseline, and further add enhancements as necessary. 

	Huawei
	Yes
	We are fine with the definition of “routing” in general. But the detailed mechanism should be further discussed.



Summary: RAN2 needs to have definition and understanding for routing before starting detail design for routing at an adaptation layer. This question is given to achieve this purpose. For this question, one company says “NO” and 14 companies say “YES” among 15 companies. Actually most of companies think that the given definition is good baseline and it could be updated to be aligned with the detailed design later. The intermediate IAB node is replaced by an IAB node and an IAB donor node because ZTE’s concern is reasonable. 

Proposal 1. Routing delivers a packet to a destination node by selecting a next backhaul link among given multiple backhaul links at an IAB node and an IAB donor node as a baseline.
=====================================================================================

The next step is about required information for routing. As shown example routing table below, the minimum required information should be “route identifier” and “backhaul link identifier” to perform routing in IAB. The “route identifier” should be carried by the adaptation header and “backhaul link identifier” would be selected based on “route identifier”. Actually additional information may be needed to determine the next backhaul link but it depends on the details of routing design. This email discussion would focus on “route identifier” and “backhaul link identifier” because those two are basic components of routing table. 

	destination address
	Next hop address
	…
	…
	…

	Route identifier 1
	Backhaul link identifier 1
	…
	…
	…

	Route identifier 2
	Backhaul link identifier 2
	…
	…
	…



As explained above, there could be two possible candidates for “route identifier”:
· Option 1: destination IAB node or IAB donor-DU address
· Option 2: specific path identifier
Question 2: Do you think there is another candidate for “route identifier” other than above two options? If yes, please justify your answers.
	Company
	Yes/No 
	Comments

	Qualcomm
	Yes
	There have been proposals to use the Source-node address for upstream routing rather than the Destination-node address. We don’t believe that this adds any benefit. 

	Samsung
	Yes
	Essentially we see 3 possible routing mechanisms for IAB:
1. dest address + UE DRB ID are included in adapt header
· UE DRB ID needed for N:1 mapping if e.g. packets from same ingress BH channel need to take different egress channel, or if QoS handling has a distributed element to it
· QoS profile is maintained at intermediate nodes for each bearer
2. route ID only is included in the adapt header
· Based on route ID the intermediate node works out the next hop for each packet
· Simplest but limited – no local decision making is possible; additionally, route cannot be updated at an intermediate node
3. dest address only is included in the adapt header
· Allows change of route at an intermediate node (i.e. localized updates: a routing table can be updated in the intermediate node to change the next-hop node for a given dest address)

	OMESH
	Yes
	Agree with Samsung

	Intel
	Yes
	If option 1 is used, bearer ID needs to be included in the adapt header (whether the destination address and bearer ID are considered the route ID, or whether the bearer ID is just a separate piece of info can be discussed). The reason for including the bearer ID is that the access IAB node needs to know which UE the packet should be delivered to (note that the MT side of the access IAB node does not have an adaptation layer). See [1] for more details.
If option 2 is used, bearer ID may not be needed in the adapt header. The path identifier can represent the route all the way up to the UE.

	KDDI
	Yes
	Share the view with Qualcomm.
Question for Samsung/Intel/OMESH
Could you clarify the reason why “bearer ID” is needed? The SI(TR38.874)  concluded “RAN2 investigated termination of IP at the access IAB-node vs. IAB-donor DU. IP termination at the access IAB-node is recommended for the work item. In this solution, GTP-U is included in the UP stack for F1-U.”. So, our understanding is that the IAB node can know which UE bearer to be used, based on GTP-U TEID, thus no need to include bearer ID. If we misunderstand something, please let us know.

	CATT
	Yes
	We support option 2 proposed by Samsung. No need for the intermediate node to make decision. 

	ITRI
	Yes
	For option 1, route identifier may also need to consider QoS issue, and so UE DRB ID should be included in adapt header, too. 
For option 2, the path identifier has specified the path from IAB-donor to the access IAB node, then to the UE. 

	Sony
	
	Agree with Qualcomm. We also support the view that intermediate node can’t update the route table.

	Nokia, Nokia Shanghai Bell
	Yes
	Destination IAB-node ID + preferred route ID. The IAB node would then be configured with (Destination IAB node ID, Route ID) to Backhaul Link ID (as proposed above), but IAB node could also be configured with “backup” Backhaul Link IDs for a certain Destination IAB node ID, which would be used in case the one indicated with preferred Route ID is not available. This would allow avoiding data losses during RLFs. Other than that, the rule is identical with the scheme where only the Route-ID is used. Please see [9] if further clarification is needed.

	Lenovo&MotoM
	
	RAN2 needs to design simple solution. CU can select a suitable path based on the QoS and other information. We support route ID to be included in the adaptation layer.

	ZTE
	Yes
	In addition to the destination ID, UE bearer ID may be the one of the components in the route table so as to support that different routes might be selected for different UE bearers. 

	LG
	Yes
	As mentioned by QC, source-node address based upstream routing can be used, but we also don’t think that it is beneficial. For UE DRB ID, it is not needed to support routing, actually this is useful information for bearer mapping. 

	Ericsson
	Yes
	On a high level these two seem to be the main options.

	AT&T
	Possibly
	There may be other possibilities, but we believe Options 1 and 2 are sufficient for consideration.

	Huawei
	Yes
	The route identifier of destination node or routing path can be considered as baseline. However, this should not exclude other ID information in the adaption header for the routing purpose. UE bearer related information or QoS profile information can also be considered in case of multi-route selection and bearer mapping, since whether routing and mapping are decoupled is not decided yet. 



Summary: This question is to identify the candidates for route identifier which is used for routing at an adaptation layer. Even though all 15 companies say “YES”, they have different preference and require different additional information other than above two options. Fortunately, however, all companies may agree that at least above two options, i.e., “destination IAB node or IAB donor-DU address” and “specific path identifier”, should be the minimum required information for routing at an adaptation layer and can be a baseline for candidates of route identifier. The additional information for routing depends on the detailed design and can be determined after RAN2 makes further progress on routing. 

Proposal 2. “Destination IAB node/IAB donor-DU address” and “Specific path identifier” are considered as candidate for route identifier for routing at an adaptation layer. Additional required information for routing is FFS.
=====================================================================================

The following question should be what IAB node or IAB donor-DU address is. The candidates are as follows.
	Identifier
	Size
	Valid range

	IAB-DU ID (i.e., gNB-DU ID)
	36bits
	Unique within a IAB donor-CU

	IP address
	32bits(IPv4) or 128bits(IPv6)
	Globally unique

	New-defined ID (e.g., Adaptation ID)
	TBD
	TBD



Question 3: If a New-defined identifier is considered, what should be name, length and valid range of the New-defined identifier? (Please fill at least length and valid range column)
	Company
	Yes/No
	Name 
	Length 
	Valid range
	Comments

	Qualccomm
	Yes
	“Adapt-layer- name”-address 
	Realistically, 10bits would be enough. We may want to add more to be future proof.
	1k destinations
	The IP address is not good since we would need different Adapt formats for IPv4 and IPv6. 
The IAB-DU ID is not good since adapt routing is established before the IAB-node DU is launched.

	Samsung
	Yes
	Same as QC
	We think 10 bits is more than enough for initial deployments (these identifiers can anyway be reused within the same operator NW under a different CU)
	1k destinations is more than enough
	

	OMESH
	Yes
	Same as above
	Same as above
	Unique within an IAB CU
	

	KDDI
	Yes/No
	
	
	
	The SI(TR38.874) concluded “RAN2 investigated termination of IP at the access IAB-node vs. IAB-donor DU. IP termination at the access IAB-node is recommended for the work item. In this solution, GTP-U is included in the UP stack for F1-U.” so, at least IP address should be supported.
New-defined ID seems some kind of optimization/compression of IP address, so if we have time, we are ok to have the discussion for this optimization later.

	CATT
	Yes 
	Whatever
	10 bits is a litter longer, 8bits is enough, 
	Unique within an IAB CU
	One Donor CU won’t connects too many IABs. 

	ITRI
	Yes
	Same as QC
	10 bits may be enough. 
	
	Maybe we should ask suggestions from operators.

	Sony
	Yes
	
	10 bits should be enough.
	Unique within an IAB CU provided a CU never changes even due to mobility.
	

	Nokia, Nokia Shanghai Bell
	Yes
	IAB-node ID
	14
	Unique within topology
	+ two bits preferred route ID

	Lenovo&MotoM
	Yes
	
	10bits is enough
	Unique within one CU.
	

	ZTE
	Yes
	IAB node ID
	10 bit is enough
	Unique within one CU
	

	LG
	Yes
	“Adaptation layer name” address
	10 bits are good baseline. 
	Unique within an IAB CU
	

	Ericsson
	Yes
	
	12 bits
	Unique within one IAB topology.
	10 bits could be enough. But since we will use at least 2 bytes for the Adaptation layer header (if the address/route ID is 12 bits), it’s better to keep/use the 2 bits for future proofness (e.g. reserved bits).

	AT&T
	Yes
	Adapt-layer-address
	10 or 12 bits may be sufficient
	Unique within IAB CU
	Agree with comments from Qualcomm, Ericsson and others with similar view.

	Huawei
	Yes
	“IAB-node address”
(We assume the question is specific for destination address)
	14bits
	If we assume 4 hops in the IAB networks, each IAB node at most has 10 child IAB nodes, there would be 10^3+10^2+10+1 IAB nodes under one IAB donor DU. If there are at most 10 donor DU under on donor CU, there are 11,110 nodes.
	The IP address option means that there are redundant “IP address” in adaptation PDU layer and IP layer.
The IAB-DU ID may be possible. The IAB-DU ID can be known by the donor CU after the F1 setup request from DU. After that, the DL routing will be configured at the intermediated IAB nodes, then the F1 setup can be transmitted from donor to IAB node.
Among those options, the new-defined ID allocated by the donor has the shortest length.




Summary: 14 companies participated in this question. 13 companies among them think New-defined ID is needed and show their view on this, but one company doesn’t think New-defined ID is needed. 
For name of New-defined ID, 6 companies prefer “Adapt-layer address”, 2 companies prefer “IAB node ID”, and one company prefers “IAB-node address”. Other companies doesn’t have strong view on this. 
For length of New-defined ID, 10 companies prefer 10bits, 2 companies prefer 12 bits, and 2 companies prefer 14 bits.
For valid range of New-defined ID, 7 companies prefer “Unique within IAB CU”, 2 companies prefer “Unique within topology”, and 3 companies just mentioned total number of available address. 
Based on the above results, “Adaptation-layer-name address” should be introduced for a New-defined identifier, which has 10bits long and is unique within an IAB donor-CU. 
One proposal based on the result of question 3 and 4 is made at the summary of question 4 because question 3 is much relevant with question 4.  

=====================================================================================

The next step is that which one should be used for the IAB node or IAB donor-DU address.
Question 4: What is your preference among above three options, i.e., IAB-DU ID, IP address and New-defined ID? If you think other identifier is needed, please justify your answers.
	Company
	Identifier
	Comments

	Qualcomm
	New-defined ID
	The new-defined ID should be unique to the MT in case the IAB-node might hold multiple MTs (at least in the future).

	Samsung
	New-defined ID
	

	OMESH
	New-defined ID
	

	KDDI
	IP address
	Should be aligned with the SI(TR38.874) conclusion “RAN2 investigated termination of IP at the access IAB-node vs. IAB-donor DU. IP termination at the access IAB-node is recommended for the work item”

	CATT
	New-defined ID
	

	ITRI
	New-defined ID
	

	Sony
	New-defined ID or IP address
	

	Nokia, Nokia Shanghai Bell
	New defined ID (IAB-node ID + preferred route ID)
	less overhead

	Lenovo&MotoM
	New-defined ID
	to reduce the overhead

	ZTE
	New-defined ID
	

	LG
	New-defined ID
	Route identifier should not be globally unique and considering header overhead, the length of route identifier is good as short as possible.

	Ericsson
	New-defined ID
	Less overhead.

	AT&T
	New-defined ID
	Agree with other companies that this option has lower overhead

	Huawei
	New-defined ID
	



Summary: 14 companies participated in this question. Among three options, i.e., IAB-DU ID, IP address, and New-defined ID, 13 companies prefer “New-defined ID”, and 2 companies prefer “IP address”. There is clear majority for this question. Thus, following proposal is made based on the result of question 3 and 4. 

Proposal 3. “Adaptation-layer-name address” is used for IAB node or IAB donor-DU address, which has 10bits long and is unique within an IAB donor-CU.
=====================================================================================

Same question may be needed for specific path identifier as shown in the below table. 
	Identifier
	Size
	Range

	path identifier
	TBD
	TBD (i.e.,Unique within a IAB donor-CU or wider)



Question 5: If path identifier is defined, what should be name, length and valid range? (Please fill at least length and valid range column)
	Company
	Name 
	Length 
	Valid range
	Comments

	Qualccomm
	“Adapt-layer- name”-route-ID 
	Realistically 11-12bits is more than enough
	1k destinations x 2-4 routes per destination
	

	Samsung
	Route ID
	If we assume M layers of a tree, and N descendants of each node, the total number of routes is ~N^(M+1). So e.g. for 4 hops and 3 descendants we are looking at ~250 routes. 8 bits seems enough and 10 more than enough so long as number of hops doesn’t go beyond 3-4. 
However, if Route ID is also used for BH RLC channel selection (and not just link selection) then we are looking at (at least) twice this length as UE DRB information needs to be implicitly or explicitly included in the route ID.
	Unique within an IAB donor-CU
	

	OMESH
	Route-ID
	If route-ID is used, instead of destination address, it shall be much longer in terms of length..
Considering every IAB nodes may have two (DC) parents, or more (Multi-MT) for multi-connectivity, there could be many paths between the CU and any given IAB node, that grows with the number of wireless hops……
	Unique within an IAB CU
	

	Intel
	Route-ID
	Agree with Qualcomm’s reasoning. Assuming 10 bits for the node address (1024 nodes) the number of route is practically limited by the max number of connections to an end node. 2-4 times the number of nodes seems adequate (12 bits). 
	
	

	KDDI
	
	
	
	Share the view with Qualcomm

	CATT
	Route-ID
	I agree with Samsung that maybe 8bits is enough
	
	

	ITRI
	
	
	
	Share the view with Qualcomm

	Sony
	
	
	
	Share the view with Qualcomm

	Nokia, Nokia Shanghai Bell
	IAB-node ID + preferred route ID
	16 bits/2 bytes
	Unique within one IAB topology.
	

	Lenovo&MotoM
	Backhaul route ID
	
	
	Agree with QC comments

	ZTE
	Route ID
	Route ID has to be longer than IAB Node ID. 
	
	

	LG
	Path-ID
	12 ~ 13 bit
	Unique within an IAB CU
	If 10 bits for the node address is considered, we think the maximum number of paths could be 4 or 8 times larger than the number of node address. 

	Ericsson
	Path-ID
	12 bits
	Unique within one IAB topology.
	

	AT&T
	Route ID
	1 to 2 bits longer than IAB node ID to allow up to 4 routes per destination.
	For 10 to 12-bit IAB node ID, we can get 1k to 4k destinations with up to 4 routes per destination
	

	Huawei
	Route entry ID
	16bits or 21bits
	4 times of the new-defined ID in question 3, if assuming there are at most two redundant paths.
However, UE bearers with different QoS may need to be routed differently in the IAB network. Each of these paths would need separate identifiers. If we consider the maximum number of route paths identifiers, we should probably multiple the above new defined ID length by maxDRB, i.e. 21bits in total.
	The redundant paths to the same destination shall have the different path identifiers.
Different UE DRBs should have the different path identifiers.



Summary: 15 companies participated in this question. For name of path identifier, 6 companies prefer “Route ID”, 4 companies prefer “Adapt-layer- name”-route-ID, 2 companies prefer “Path ID”, one company prefers “Backhaul route ID”, and one company prefers “Route entry ID”. It is identified that “Route ID” is used at least as part of their name in 12 company’s proposal.
For length of path identifier, 9 companies prefer 12bits, 2 companies prefer 16 bits, 2 companies prefer 8 bits, 2 companies prefer 10 bits, and one companies prefers 21 bits.
For valid range of path identifier, 3 companies prefer “Unique within IAB CU”, 2 companies prefer “Unique within topology”, and 3 companies just mentioned total number of available address. 
Based on the above results, the following proposal is made. 

Proposal 4. “Route ID” is introduced and used for a path identifier, which has 12bits long but it is FFS valid range for “Route ID” and whether separate “Route ID” for UL and DL is needed. =====================================================================================

The next question for required information should be what backhaul link identifier is. The possible candidates for backhaul link identifier are as follow. 
· Option 1: NR Cell identity of next IAB node
· Option 2: NR CGI (NCGI) of next IAB node 
· Option 3: C-RNTI of backhaul link
	Identifier
	Size
	Valid range

	Cell ID (i.e., NR Cell Identity)
	36 bits
	Unique within a PLMN

	NR CGI (NCGI)
	24+36 = 60bits
	Globally unique

	C-RNTI
	16bits
	Unique within a cell



Question 6: What is your preference among above three options for backhaul link identifier? If you think other identifier, please justify your answers.
	Company
	Identifier
	Comments 

	Qualcomm
	C-RNTI
	Cell-ID and NR-CGI do not work since Adapt routing is established before the IAB-node’s DU launches. This means that IAB-node’s Cell-ID or NR-CGI are not available.
The C-RNTI is BH link specific and should work in both directions. The C-RNTI is also reported to the CU on F1-AP so that the CU can configure the routing entry.

	Samsung
	C-RNTI
	

	OMESH
	C-RNTI
	Are there any alternatives?

	Intel
	C-RNTI
	It has to be a UE (MT) specific identifier, and one that the node has access to.

	KDDI
	IP address
	Should be aligned with the SI(TR38.874) conclusion “RAN2 investigated termination of IP at the access IAB-node vs. IAB-donor DU. IP termination at the access IAB-node is recommended for the work item”

	CATT
	C-RNTI
	C-RNTI can uniquely identify a hop within the parent IAB node. In DL, the parent IAB node knows which child IAB node is by C-RNTI; in UL, the child node knows which parent node by C-RNTI too, because in DC the child node has two C-RNTIs. 

	ITRI
	C-RNTI
	

	Sony
	C-RNTI
	C-RNTI is unique within a cell and it works in both UL and DL

	Nokia, Nokia Shanghai Bell
	IAB-node ID
	Backhaul link ID should be valid within on IAB-node which may contain several cells and the C-RNTI is basically unique only within a cell. No need to be valid outside of the IAB node.

	Lenovo&MotoM
	C-RNTI
	

	ZTE
	DL: C-RNTI
UL: Cell ID or Cell Group ID
	In DL, each MT has a unique C-RNTI at the parent node, and the parent node could use the C-RNTI to identify the backhaul link. 
In UL, different parents IAB node could be differentiated by Cell ID. It should be noted that the C-RNTIs allocated to a same MT part by different parent nodes could have the same value. 

	LG
	C-RNTI
	

	Ericsson
	gNB-CU UE F1AP ID,
gNB-DU UE F1AP ID 
	Since the IAB node (MT) context in the parent DU will be identified by these identifiers, it is natural to signal the forwarding configuration on per IAB node (MT) context. There is no need to have a separate forwarding for all links.
C-RNTI is unique with a cell, so it may not be unique within an IAB node (DU) that supports multiple cells.

	AT&T
	C-RNTI
	

	Huawei
	New-defined ID or, 
MT’s F1AP ID
	C-RNTI may be not enough is uniquely identify one BH link under one IAB node, since the C-RNTI is only unique within a cell. Cell ID plus C-RNTI can be the backhaul link identifier. However, the C-RNTI will be changed after MT performs RRC reestablishment, which means the whole routing table at MT’s parent node should be updated.
One much simpler option is to use the same identifier with destination identifier, i.e. new-defined ID. The advantage is the shorter length compared to the Cell ID + C-RNTI. The mapping relationship between Cell ID + C-RNTI and new-defined ID can be synchronously maintained at IAB node and IAB donor.
Another option is MT’s F1AP ID allocated by IAB node DU, which is similar to UE’s gNB-DU UE F1 AP ID. The MT’s F1AP ID is allocated by its parent node and known by the IAB donor.
Anyway, at this stage, RAN2 could just agree something like following as our requirements or assumptions, since details on the routing table seems RAN3 scope:
“The routing table entries are indexed using an appropriate identifier for each backhaul link (e.g. New-defined ID or Backhaul Link ID).
The identifier should be mapped at the IAB-node to a unique combination of Cell ID and C-RNTI.
Details of configuration and signalling of this identifier are FFS.”



Summary: 15 companies participated in this question. 10 companies prefer “C-RNTI”, 2 companies prefer “F1AP ID”, 2 companies prefer “IAB-node ID or New-defined ID”, 1 companies prefer “IP address”, and 1 companies prefer to have different backhaul link identifier for UL and DL. In the discussion, 3 companies have concerns about C-RNTI is unique within a cell and propose other options which are not in candidates. However, there is clear majority for this question and the following proposal is made. RAN2 may have more discussion based on the below proposal, if needed. 

Proposal 5. From RAN2 point of view, C-RNTI can be considered for backhaul link identifier which is used for identifying the next IAB node for the destination.
=====================================================================================

2.2	Route selection 
As mentioned above, there are two options for “route identifier” as follows. 
· Option 1: destination IAB node or IAB donor-DU address
· Option 2: specific path identifier
When there are multiple routes to one destination address, two approaches for option 1 are proposed by companies. One approach is that the routing table holds multiple next-hop entries for the same destination address and the next hop is selected based on the cost. The “cost” may be managed and updated by the IAB node. Another approach is that additional information is used to distinguish multiple routes to the same destination address and this additional information may be carried by the adaptation header. On the other hand, for option 2, even if there may be multiple routes to a same destination IAB node, each route may have different path identifier and only one path identifier may be matched and one route would be selected. Thus, the possible path selection way can be as follows:
· Option 1a: destination address + additional identifier which may be carried by adaptation header.
· Option 1b: destination address + cost which may be manged by the IAB node.
· Option 2: Each path is uniquely identified by path identifier.

Question 7: Do you think there is another route selection scheme other than above three options? If yes, please specify a possible route selection candidate.
	Company
	Yes/No 
	Comments

	Qualcomm
	No
	There are others that have the same functionality as Options 1a, 1b, 2, so we don’t have to consider them.

	Samsung
	No
	

	OMESH
	No/Yes
	Route selection shall be discussed in RAN3. 
But RAN2 shall define what routing information shall be carried in adaption layer header, and any inter-node signalling to support route selection.
In the TR388.74, route selection was discussed with destination address + cost metrics. The cost metrics is configured by CU in the routing tables of every IAB nodes when multiple routes are available. An intermediate IAB nodes choose the next hop link based on satisfied conditions of upstream (or downstream) node buffer load and link quality, and minimal costs.
In any case, COST metrics in routing table does not need to be carried in adaption header, so it shall not be discussed in RAN2…
Instead RAN2 should discuss the support of sharing/signalling buffer load and link quality information to the parent/child nodes, in order to support local route selection at IAB nodes within the routing tables configured by CU.
We hope this can be a nice working interface to coordinate between RAN2 and RAN3.
Option 1a and 1b may be used together, and it is really just Option 1…

	KDDI
	No
	

	CATT
	NO
	

	ITRI
	No
	

	Sony
	No
	We share a similar view with OMESH. And we think that it should be confirmed that the routing table can only be established/updated/distributed by CU and each local IAB node will select/activate based on the routing table distributed by CU

	Nokia, Nokia Shanghai Bell
	No
	

	Lenovo&MotoM
	No
	

	ZTE
	No
	

	LG
	No
	

	Ericsson
	No
	Not needed.

	AT&T
	No
	Broadly we see these options as two families of options: one family based on destination ID + additional information, and second family based on path identifier. These two families are sufficient to consider.

	Huawei
	Yes/No
	As to option 1b, the “cost” does not have to be explicitly configured or managed. The route selection in case of multiple routes can be left to IAB node implementation in the option 1b.
Therefore, there are two sub-approaches under option 1b:
· Option 1b-1st: The route selection in case of multiple routes can be left to IAB node implementation, the cost is managed by the IAB node.
· Option 1b-2nd: The cost metric related parameters (e.g. thresholds or rules to select route) are configured by donor.
Also, Options 1a and 1b are not mutually exclusive. Route selection could also be based on a combination such as: “destination address + additional identifier which may be carried by adaptation header + cost which may be managed by the IAB node”



Summary: 14 companies participated in this question. 12 companies say “NO” and 2 companies say “Neutral”. There is clear majority for this question. As indicated by companies, option 1a and 1b may be used together, but anyway this can be achieved among the given options. Thus, RAN2 can discuss further based on the above options and make more progress at the next meeting. 

Proposal 6. The following three options are considered as a baseline for route selection scheme.
· Option 1a: destination address + additional identifier which may be carried by adaptation header.
· Option 1b: destination address + cost which may be managed by the IAB node.
· Option 2: Each path is uniquely identified by path identifier.
=====================================================================================

Question 8: What is your preference among above three options? Please specify reason and compare solutions including Pros/Cons or trade-off of options? 
	Company
	option
	Comments 

	Qualcomm
	
	Options 1a and 2 are functionally equivalent.
In Options 1a and 2, the source node can select the route, but the intermediate node cannot. 
In Option 1b, the intermediate node can select the route, but the source note cannot, unless it resides at the forking point. 
We prefer Option 1a or 2 over 1b. The intermediate node should not be able to perform ad-hoc route selection since it does not have enough visibility on the route’s performance further upstream and downstream. Further, CU-based route selection is faster in Option 1a and 2 since only the source node needs to be updated.

	Samsung
	Option 1a
	We prefer Option 1a where the additional identifier is a UE DRB ID. Our second choice would be Option 2.

	OMESH
	Option 1, 

and we shall NOT differentiate 1a and 1b in RAN2.
	1. In the MC/DC conditions, destination address based routing (Option 1) can save the sized of routing identifier (See question 5) in adaption header, as compared to Option 2.
2. Only Option 1 can support local route selection under CU configured routing table, which can handle fast and temporary changes (e.g., link blockage, node overloading) most efficiently. This makes reliable QoS over multiple hops possible.
3. Option 1 can be much more scalable when the deployment have a larger number of wireless hops between the access IAB and the donor-CU. Topology and routing configuration of CU is only needed for long-term network changes, e.g., permanent link failure, or adding/removing of IAB nodes.
4. As expressed in Question 7, we think any differentiation about option 1a and 1b is not a RAN2 discussion. They can be used together. 
So… the conclusion is we prefer Option 1 over Option 2.

	Intel
	Option 1a or Option 2
	At this stage, we think including a cost metric in a routing table for IAB (similar to internet routing) is probably overkill, given that routes are not expected to be very long.

	KDDI
	Option 2
	We think that RAN2 should adopt the simple solution,

	CATT
	Option 2
	We think option 1 includes destination address means that Donor CU leaves the path selection to IAB node, which we thinks it should be the Donor CU make the decision of routing. 

	ITRI
	Option 1a
	We prefer option 1a for two reasons: 1. Option 1 has the advantage to update the routing table locally, so there may be less signalling overhead. 2. Based on the procedure complexity to meet QoS requirements, Option 1a is much simpler than 1b. 

	Sony
	Option 1b
	In our understanding option 1b has the least impacts on adaptation layer header i.e. it includes only destination address and does not include additional identifier or path identifier. Option 2 also includes path identifier only but, in our understanding, number of routes will be larger than the number of nodes.
Based on this assumption, we think that this option can support that a local IAB node select/activate route based on the route table configured/distributed by CU.
(1) Maintaining a route table is easier between nodes and such a table won’t change frequently unless a new node appears or an existing node disappears. A long term perspective can be taken while configuring routes.
(2)  The delay to forward data on each local IAB node will be reduced because each local IAB node can make their own decision according to its local information and real time situation. The IAB CU will be responsible for maintaining the availability of the route table. 
(3) We think route reselection should be executed in a timely manner. To divide the route management procedure into route configuration stage and route selection/activation stage will be beneficial in order to support an agile route reselection procedure because route reselection will be the same as a new route selection/activation procedure, in general.
4) We don’t think cost value should be carried by adaption layer

	Nokia, Nokia Shanghai Bell
	1a
	IAB-node ID + preferred route ID. In case of failure of backhaul link indicated by preferred route ID, another backhaul link could be used provided that it allows reaching the same Destination IAB node (which has to be configured in the IAB node by Donor CU).

	Lenovo&MotoM
	Option2
	IAB donor can select a suitable route for delivering packet since all IAB node will report information to IAB donor. The option2 can be baseline.

	ZTE
	Option 1a and Option 1b
	Option 1a and 1b could be considered to support load-balanced routing. 

	LG
	Option 2
	The simplest way is option 2. Basically we think that routing decision and routing table configuration/update should be controlled by the IAB donor CU and all packets from same DRB should be transmitted through the same path. But the option 1b may select different path even for the packet from same DRB and the cost may be updated by an IAB node itself instead of the IAB donor node.

	Ericsson
	Option2
	We need a simple solution. Option 2 works well in both directions. It provides the intermediate nodes with all information about the route. More advanced metrics can be considered in Rel-17.

	AT&T
	Option 1 family
	We prefer the Option 1 family where the routing is based on destintion ID + additional information. Among the Option 1 family options we like the destination ID + cost information compared to the option where additional information is carried over the adaptation layer. When additional information is carried over the adaptation layer there is an overhead at the adaptation layer for a metric that does not change every packet. Additionality it may be useful to allow the cost information to be updated by the IAB donor. 

	Huawei
	Option 1a or 1b
	For option 2, since the multiple routes have different path identifiers, the multiple routes selection can only be determined by donor CU, based on the path identifier in the adaption PDU. Therefore, the IAB node is unable to perform flexible route selection base on the different load and radio condition on different child BH link. 
Compared with option 2, Option 1a may provide some information (e.g. QoS profile) in the adaption PDU to help the IAB node select proper route in case of multiple routes. The route selection decision is made by donor CU and intermediate IAB node.
For option 1b, the QoS based data delivery would rely on the configured bearer mapping by donor CU. And radio aware (e.g. load and radio condition) based data delivery would rely on the IAB node implementation and/or IAB donor configuration in case of multiple routes, pending on the how we specify the “cost”.



Summary: 15 companies participated in this question. 7 companies prefer “option 1a”, 3 companies prefer “option 1b”, and 7 companies prefer “option 2”, and 2 companies prefer “option 1 family, which includes combination of option 1a and 1b”. There is no clear majority and company’s comments are diverged even for the same option. Rapporteur thinks it is very difficult to make the conclusion for route selection scheme just based on one question. For now, it is enough to know company’s preference and their overall view for route selection scheme through this question. Thus, no proposal is made for this question and RAN2 keeps discussing this based on the proposal 7 above at the next meeting. 

2.3	Other
Any other questions?

	Company
	Comments

	Intel
	If option 2 is used, uplink and downlink routes probably need to be distinguished even if using the same set of IAB nodes (i.e., donor->node1->node2->UE vs UE->node2->node1->donor).

	
	



Summary: Intel’s comment is incorporated into proposal 4 as FFS. Thus, no proposal for this question is made. 

[bookmark: _GoBack]3.	Summary
Total 15 companies joined this e-mail discussion, and shared their view on routing at an adaptation layer. Given the answers above, the following proposals are made:
Proposal 1. Routing delivers a packet to a destination node by selecting a next backhaul link among given multiple backhaul links at an IAB node and an IAB donor node as a baseline.
Proposal 2. “Destination IAB node/IAB donor-DU address” and “Specific path identifier” are considered as candidate for route identifier for routing at an adaptation layer. Additional required information for routing is FFS.
Proposal 3. “Adaptation-layer-name address” is used for IAB node or IAB donor-DU address, which has 10bits long and is unique within an IAB donor-CU.
Proposal 4. “Route ID” is introduced and used for a path identifier, which has 12bits long but it is FFS valid range for “Route ID” and whether separate “Route ID” for UL and DL is needed.
Proposal 5. From RAN2 point of view, C-RNTI can be considered for backhaul link identifier which is used for identifying the next IAB node for the destination.
Proposal 6. The following three options are considered as a baseline for route selection scheme.
· Option 1a: destination address + additional identifier which may be carried by adaptation header.
· Option 1b: destination address + cost which may be managed by the IAB node.
· Option 2: Each path is uniquely identified by path identifier.
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