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This is the email discussion based on RAN2 agreement below.
     =>      Add delay measurements in NR MDT into the use case. Figure out the details through email discussion. Besides M6 measurement, SA2/5 requirements should also be considered
[105#44][NR/RD-CU] delay measurements in NR MDT (QC)
-	Add delay measurements in NR MDT into the use case. 
-	Figure out the details through email discussion. 
-	The discussion should be based on SA2/5 requirements
	Intended outcome: Agreeable TP
	Deadline: Thursday 28/03/2019

Rapporteur would like to have following schedules for this email discussion to have enough time for preparing TP.
· Phase 1 (2019-03-25): Companies are invited to provide inputs and comments for questions.
· Phase 2 (2019-03-28): Rapporteur will provide TP based on Phase1 discussion for email discussion.
SA2/SA5 requirement analysis
As indicated in the scoping, this email discussion should consider SA2/SA5 requirements. For easy to check, we list the delay measurement requirements proposed by SA2/SA5.
SA2
Based on SA1 requirement above, in URLLC SI, SA2 captured issue #4 QoS monitoring and candidate solution #8 in section 6.8 of TR 23.725 [1].  Meanwhile, there is an incoming LS from SA2 [2]. One action to RAN2 is listed as below:

For Key Issue #4, SA2 is studying mechanisms to measure packet delay between UE and UPF per UE per QoS Flow. The discussed solutions rely on RAN to provide the measured delay between UE and RAN for user plane packet.
 
SA5
At RAN2#101 meeting, RAN2 received a LS on measurement of user plane latency [8], and SA5 would like to ask 3GPP RAN2 opinion on the feasibility of the two identified options and RAN2 preferences. Based on the LS, RAN2 agreed on a response LS [9] with including the following overall description:

RAN2 would like to thank SA5 for their LS on measurement of user plane latency and understands there is requirement from operators to support such measurements.

However due to prioritization of activities and lack of NR L2 measurements technical specification in Rel-15, RAN2 sees limited time for concluding which option to go within Rel-15 and plans to discuss this further in Rel-16. 

In general, the SA5 requirement on measurement of user plane latency had not been concluded in Rel-15, and there was requirement from operator to support such measurements, it should be addressed as part of delay measurements in NR MDT.
In addition, SA5 defined DL delay measurement per 5QI per UE in TS 28.552 [3]. Meanwhile, please note that RAN2 discussed how to achieve SA5’s requirement in RAN2#105 [4], and continued the discussion on the feasibility of SA5 requirement in email discussion [105#30]: Check the measurements feasibility. Finally, RAN2 agreed one LS to RAN3 and SA5 (R2-1902806) [7], and the related parts on packet delay measurement are highlighted below:
1. RAN2 agreed that SA5 defined packet delay is feasible from RAN2 point of view
· Note that SA5 defined packet is “The average time it takes to get a response back on a HARQ transmission in the DL”. 
2. Although SA5 requires mapped 5QI level (a single 5QI mapped to a DRB), RAN2 had strong concern on the NR specific scenario that one DRB contains multiple QoS flows. Finally, RAN2 agreed an extra note (Note3) in the LS:
· “From RAN2 point of view, mapping between 5QI and DRB in NR might be many to one, so there may be alternative ways to do the measurement, e.g. perform measurements by DRB level. RAN2 understanding is that all QoS flows mapped to one DRB get the same QoS treatment.”

[bookmark: OLE_LINK16][bookmark: OLE_LINK24][bookmark: OLE_LINK41][bookmark: OLE_LINK17]Requirement and use case
First, rapporteur would like to discuss the two options list in SA5 LS on measurement of user plane latency [8], which RAN2 did not conclude due to lack of time in Rel-15. 
Question 1: Which option in SA5 LS (R2-1801755) do you prefer?
· Option1: Specify Uplink user plane latency measurement and Downlink user plane latency measurement separately. In this case, the Uplink and Downlink latencies are measured directly and provided to the operator.
· Option2: Specify Uplink user plane latency measurement and roundtrip user plane latency measurement separately. In this case, operator derives Downlink user plane latency from measured Uplink and roundtrip latencies. It's not expected that deriving needs to happen in the RAN.

	Company
	Preference
	Comment

	Qualcomm
	Option 1
	We think option 1 is more straightforward and flexible to provide separate Uplink and Downlink User plane latency measurements. 

	vivo
	Option 1
	Option 2 may have additional requirement on UE.

	Huawei, HiSilicon
	Option 1
	In our paper R2-1901845 (submitted at RAN2#105), we prefer option 1 based on our observations. In addition, we think option 1 can also meet the SA2 requirement on QoS monitoring (i.e. mentioned in section 2).
In addition, the use case provided by SA5 are about PDCP/SDAP latency, and it can be left to RAN2 to decide on details.

	NEC
	Option 1
	Option 1 is more straightforward to collect UP latency measurement information.
If the round trip delay is required to be measured, the way captured in TR23.725, 6.8.1.2.2 can be applied, i.e. “the UL one way packet delay plus DL one way packet delay could be regarded equal to the round trip packet delay”.

	Ericsson
	Option-1
	

	MM/Lenovo
	Option 1
	The separate measurements of UL and DL delays gives more flexibility (e.g. it might be that only one way QoS monitoring is required for particular QoS flow). 

	CATT
	Option1
	option 1 is more flexible and Option 2 may need additional requirements on UE

	OPPO
	Option 1
	In our understanding, option 1 is much easier and more flexible.

	ZTE
	Option 1
	

	CMCC
	Option 1
	

	Nokia
	Option 1
	



Summary for Question 1: All companies prefer to go with Option 1. And main justifications include:
· Option 1 is more flexible and straightforward 
· Option 2 may have additional requirements on the UE, while option 1 can also meet the SA2 requirement on QoS monitoring
Thus, rapporteur will have below observation 1 and corresponding proposal.

Observation 1: All companies prefer separate measurements of UL and DL user plane latency.
Proposal 1: RAN2 specifies Uplink user plane latency measurement and Downlink user plane latency measurement separately. 
Proposal 2: Send LS to SA5 to inform them RAN2 prefers option 1 (i.e. separate measurements of UL and DL user plane latency) with below identified reasons:
· Option 1 is more flexible and straightforward. 
· Option 2 may have additional requirements on the UE, while option 1 can also meet the SA2 requirement on QoS monitoring.

Then, rapporteur would like to discuss how RAN2 can address UL and DL end-to-end delay.  For both UL and DL, the packet delay includes 
· CN part of the delay (NG-U delay between NG-RAN and PSA UPF) and 
· RAN part of the delay (from packet entering PDCP to leaving peer PDCP). 
· Note: SDAP delay is very small and can be ignored. 
One solution is to define Round-trip latency, which SA2 has identified some solutions. Another solution is   to separate into CN delay and RAN delay, i.e. RAN2 focus on the measurement for RAN part of the UL/DL packet delay and the CN part of the delay is left to RAN3 and SA2. Since SA2 was working on round-trip latency, and both SA2 and SA5 had requested RAN2 to provide RAN part of the delay. Rapporteur assume RAN2 can only define RAN delay. Companies are invited to share whether to have same understanding. 
Question 2: Do you agree RAN2 only defines the measurement for RAN part of the UL/DL packet delay and the CN part of the delay should be defined by RAN3 and SA2?
	Company
	Yes/No
	Comment

	Qualcomm
	Yes
	In our understanding, both SA2 and SA5 had requested RAN2 to provide RAN part of latency. CN part of the delay seems to be out of RAN2’s responsibility. We think in this release, RAN2 should focus on only RAN latency.

	vivo
	Yes
	RAN2 is not the right place to discuss F1 and NG interfaces related delay.

	Huawei, HiSilicon
	Yes
	Regarding “o	Note: SDAP delay is very small and can be ignored.”, we are not sure whether it is correct/reasonable or not. As indicated by SA5, PDCP/SDAP latency is the use case. If we are going to discuss SDAP latency, we may need to check details as well as the Note.

	NEC
	Yes
	From working area point of view, this is only one choice.

	Ericsson
	Yes
	We, together with RAN3 (for those delay measurements affected by F1 interface), could determine the RAN part of the delay measurements.

	MM/Lenovo
	Yes
	RAN2 is responsible for the Uu interface. Thus RAN2 can provide the UL/DL transmission delay for Uu only.

	CATT
	Yes
	CN part of delay is out of RAN2 scope. 

	OPPO
	Yes
	In our understanding, the RAN side latency should be determined by both RAN2 and RAN3 together as mentioned by Ericsson. And from RAN2 perspective, we can only decide the latency via air interface.

	ZTE
	Yes
	RAN2 can focus on the latency of Uu interface, and the latency over F1 interface can be further discussed in RAN3.

	CMCC
	Yes
	Follow business as usual

	Nokia
	Yes
	



Summary for Question 2: All companies prefer that RAN2 only defines the measurement for RAN part of the UL/DL packet delay and the CN part of the delay should be defined by RAN3 and SA2.
Thus, rapporteur will have below observation 2 and corresponding proposal.

Observation 2: All companies prefer that RAN2 only defines the measurement for RAN part of the UL/DL packet delay.
Proposal 3: RAN2 only defines the measurement for RAN part of the UL/DL packet delay and the CN part of the delay is left to RAN3 and SA2. 

Next, rapporteur would like to discuss the granularity of the delay measurement. As we noted in previous section, rapporteur’s understanding on SA2/SA5 status is:
· SA2 has identified a set of candidate solutions which can measure the delay per packet in the URLLC SI;
· SA2 requested RAN2 to provide RAN packet delay per QoS flow; 
· SA5 has defined DL packet delay as per 5QI level with definition as “The average time it takes to get a response back on a HARQ transmission in the DL “.
RAN2 needs to study how per QoS-flow/5QI latency measurement can be supported, per SA2/SA5 requirements. Rapporteur understands that the key issue is how to support the scenario that one DRB contains multiple QoS flows. 
In LTE (TS36.314), it is specified that the granularity is per QCI and actually performed per DRB, based on the assumption that one DRB can only contain one QCI in LTE.
	Definition
	PDCP Packet Delay in the UL per QCI. This measurement refers to packet delay for DRBs, which captures the delay from packet arrival at PDCP upper SAP until the packet starts to be delivered to RLC. The measurement is done separately per QCI.

Detailed Definition:

,where
explanations can be found in the table 4.2.1.1-1 below.


 
Different from LTE, NR supports the scenario that one DRB contains multiple QoS flows. Although SA5 defined the granularity is mapped 5QI level, RAN2 had strong concern on this special scenario during the email discussion [105#30]. Finally, an extra note (Note3) was agreed to be captured in the LS to show RAN2 preference is DRB level measurement and RAN2 understanding is all QoS flows mapped to one DRB get the same QoS treatment. 
Rapporteur understand that the above Note3 means latency can be measured by DRB level, irrespective of whether same QoS flows include. Although email discussion [105#30] is for Network measurement, it seems the UE side had similar concern on the scenario that one DRB contains multiple QoS flows. Companies are invited to show their preference whether the RAN2 understanding captured in Note3 of R2-1902806 applies to both the Network and the UE.
Question 3: For 5QI level delay measurement requested by SA2/SA5, do you agree the RAN2 understanding captured in Note3 of R2-1902806 applies to both the Network and the UE, i.e. gNB and UE perform delay measurement at DRB level with the assumption that all QoS flows mapped to one DRB get the same QoS treatment?
	Company
	Yes/No
	Comment

	Qualcomm
	Yes
	The Note3 of R2-1902806 “there may be alternative ways to do the measurement, e.g. perform measurements by DRB level. RAN2 understanding is that all QoS flows mapped to one DRB get the same QoS treatment” should be applied to both UE and network, because a DRB can contain multiple QoS flows in both uplink and downlink directions. 
In addition, from the view of UE side, we had strong concern if the UE needs to perform per QoS flow measurement when one DRB contains multiple different QoS flows. The reasons are list below:
· All QoS flows in a DRB are treated in the same way over the air, per RAN2 specs; 
· PDCP is not visible to 5QI or QoS flow, so per-flow measurement requires PDCP to perform deep packet inspection (DPI) to read the QFI in the SDAP header of every PDCP SDU. The DPI creates processing delay and consumes UE battery power. In addition, UE inspects the QFI after getting UL grant, which consumes the UL TB building time (from the time UE receives UL grant in PDCCH to the time UE transmit UL TB in PUSCH) which is already very short in NR, especially for URLLR with requirement of 0.5ms User Plane latency target. So, uplink per-QoS flow measurement will be extremely hard to implement in NR. And we had strong concern such measurement may become bottleneck of 5G throughput and URLLC latency.
Based on DRB level delay reporting from the UE, the NW can derive per 5QI latency result by NW implementation to satisfy SA5 requirement (e.g. the NW can contain QoS flows with same 5QI in same DRB for UE to measure latency). 

	vivo
	
	DRB level delay measurement is simple compared to QoS flow level delay measurements, especially when there more than one QoS flow in the DRB. But DRB level delay measurement may not accurate in case of more than one QoS flow per DRB. And we wonder how useful DRB level delay measurement would be.

	Huawei, HiSilicon
	Yes
	Basically we agree with Qualcomm’s analysis.

	NEC
	Yes
	Just for clarification. From UE perspective, no need to consider whether multiple QoS flows within one DRB have the same 5QI or not. It is network requirement that when the delay measurement is done for a certain DRB including more than one QoS flows, all the QoS flows have the same 5QI.

	Ericsson
	Yes
	We also share similar views. As all the QoS flows mapped to a DRB experience the same delay, it is sufficient to perform DRB level measurements. 

	MM/Lenovo
	Yes
	Yes, if the baseline assumption is that all packets over a DRB get the same (in average) transmission delay, independent to which QoS flow the packets belong.

	CATT
	Yes
	[bookmark: OLE_LINK617][bookmark: OLE_LINK618]For statistic collected in RLC/MAC/PHY(in DU), the granularity of real 5QI per QoS flow cannot be achieved, but there could be some implementations to identify the “mapped 5QI” of the statistic which is DRB level.

	OPPO
	Yes
	Agree

	ZTE
	Yes
	We agree with the assumption that all QoS flows mapped to one DRB get the same QoS treatment, so DRB level measurement is sufficient. 

	CMCC
	Slightly yes
	We think the choice of per QoS/DRB measurement is  similar to the discussion of per packet duplication topic in the IIOT, where DPI may be also needed if it is supported.  

	Nokia
	Yes
	QoS granularity in RAN is at DRB level. 



Summary for Question 3: Almost all companies prefer that gNB and UE perform delay measurement at DRB level with the assumption that all QoS flows mapped to one DRB get the same QoS treatment. One company seemed to show some concern. 
In addition, more than one companies (Qualcomm, NEC and CATT) proposed that it can be NW implementation to identify per-mapped-5QI latency measurement based on UE reporting of DRB level latency to satisfy SA5 requirement.
To make progress, rapporteur will have below observation and corresponding proposal.

Observation 3: Almost all companies prefer that gNB and UE perform delay measurement at DRB level with the assumption that all QoS flows mapped to one DRB get the same QoS treatment.
Observation 4: More than one companies proposed that it can be NW implementation to identify per-mapped-5QI latency measurement based on UE reporting of DRB level latency to satisfy SA5 requirement.

Proposal 4: gNB and UE perform delay measurement at DRB level with the assumption that all QoS flows mapped to one DRB get the same QoS treatment. 
Proposal 5: It can be NW implementation to identify per-mapped-5QI latency measurement based on UE reporting of DRB level latency to satisfy SA5 requirement.

UL delay measurement


Figure 1: RAN part of UL delay
As shown in figure 1, RAN part (T2-T1) of the delay includes:
· PDCP queuing delay in UE (plus the delay between UE pre-building RLC PDU and UE receiving UL grant, if UE pre-builds RLC PDU) (D1)
· HARQ transmission delay
· RLC delay (including segmentation/assembling and retransmission)
· F1 delay
· PDCP re-ordering delay in gNB.
There are two kinds of UL delay measurement solutions:
· User plane solution (U1): 
· UE includes timestamp T1 into user plane PDU, e.g. PDCP header for gNB to derive UL delay as: T2-T1; 
· Control plane solution: 
· UE measures PDCP delay D1 and reports the statistics of D1 in RRC; 
· gNB measures the rest of the delay D2 and derives UL delay as: D1+D2. 
For control plane solution, the D1 statistics can be reported with one of following options:
· C1: Excess Packet Delay Ratio as defined in TS 36.314, i.e. same as M6 in LTE MDT
· C2: Average PDCP delay
· [bookmark: OLE_LINK1][bookmark: OLE_LINK2]C3: Histogram of PDCP delay
So, in summary, we have 4 solutions on the table: One user plane solution (U1) and 3 Control plane solution (C1/C2/C3). Before we discuss, rapporteur would like to emphasize potential impacts if we adopt these solutions:
· The user plane solution (U1) increases the user plane processing load, has higher OTA overhead and therefore impacts performance including reliability and therefore may downgrade the UL peak data rate. Note that this solution may become bottleneck of URLLC which requires user plane latency as short as 0.5ms for UL and DL.
· The control plane solution C1 just reports a probability that the packet delay is beyond a threshold. To satisfy SA5 requirement, Network may need to configure multiple measurements with different delay thresholds to derive the average UL latency.   
· The control plane solutions C2 and C3 also increase the per packet processing load and may impact UL peak data rate.
To make progress, rapporteur would like to know companies’ opinion on which solution(s) are preferred and which solution(s) are not acceptable
Question 4: Which UL delay measurement solution do you prefer?
· User plane solution U1
· Control plane solution C1
· Control plane solution C2
· Control plane solution C3
	Company
	Preferred solution(s)
	Not acceptable solution(s)
	Comment

	Qualcomm
	C2 or C1
	U1
	U1 is not acceptable to us because it will have significant change in User plane of NR. We expect it will increase the user plane processing load and downgrade the UL peak data rate. Note that in LTE MDT discussion, timestamp-based solution was discussed but was not agreed because it was agreed as a burden for UE processing and LTE M6 in TS36.314 was agreed to be UL latency measurement.
Among C1 and C2, we prefer a little on C2 because it is more consistent with SA5 defined DL packet delay “The average time it takes to get a response back on a HARQ transmission in the DL”, although SA5 definition is for DL. 

	vivo
	C1 or C2
	U1
	Agree with QC; U1 may have too much impact on PDCP. And its feasibility has already been discussed without agreement.

	Huawei, HiSilicon
	U1
	Open to “D1+D2” solution
	For comparison, we think at least accuracy and complexity should be considered.

Regarding accuracy, it means the gaps between the collected latency measurement and the real measurement. For U1, the measurement is straightforward, so the accuracy is good. For “D1+D2” solution (or control plane solution), we have some concerns about the accuracy. Firstly, C1/C2/C3 seem to get average/ratio values, and if D1 follows the same handling, the final latency measurement is average/ratio. In this case, some packets may be hidden, e.g. the average latency is below 0.5ms, but some packets may have very large latency but not known by operators. Secondly, for D2, we wonder how it works and what the accuracy will be. If D2 is totally left to network implementation, the accuracy may vary. In summary, “D1+D2” solution needs to justify the accuracy in order to meet operators’ requirements on the delay.

Regarding complexity, both UE and network sides should be considered. For U1, it will impact both UP and CP. For “D1+D2” solution, we think C1/C2/C3 still require UE handling in its user plane. For D2 part, as mentioned above, we are not clear about the details so we wonder what are the complexities to the network. In addition, for C1/C2/C3, there are impacts to CP, e.g. the UE needs to report the measurements to the network.

In general, we think U1 has good performance on accuracy aspect, and there are some impacts on UP and CP. For “D1+D2”, we are open and we do have some questions/concerns, especially on accuracy aspect.

	NEC
	C1 (if requirement is same as LTE MDT), or C2 (otherwise, i.e. more precise measurements)
	U1
	RAN2 may need further clarification what the actual requirement is.. E.g., average UL delay like “Average delay DL air-interface” in TS28.552, or per-PDU UL delay which may be performed by U1? If per-PDU delay is to be measured, then C1-3 cannot be a solution. Otherwise, as U1 has bigger impact than C1-3, as Qualcomm commented, one of C1-3 is better.
From our view, it would be better that RAN2 suggest (or confirm?) for SA2/5, not to go for per-PDU latency due to its potentially big impact. Then, we can discuss a possible solution on top of such assumption. 
The answer is assuming the average delay measurement.

	Ericsson
	C2 
	U1 is not okay but C3 based solution for D1 part is also possible
	[bookmark: _Hlk4398851]We think that there can be an additional delay added to the UE side which captures the UL counterpart of ‘Average delay DL in gNB-DU’ at the UE side. Otherwise, this delay is not captured as part of the overall delay.

In addition, the network side UL delay aspects can have counter parts similar to that of the ones mentioned in SA5 spec i.e., average delay UL in gNB-DU, F1 UL delay and average delay in UL in CU-UP. 

	MM/Lenovo
	U1
	
	Similar arguments regarding the accuracy as Huawei.
The added overhead in the UP is acceptable, as not each packet would be measured (e.g. each 10th packet can be monitored). 

	CATT
	C1 or C2
	U1
	U1 may have too much impact on PDCP.

	OPPO
	C2
	
	

	ZTE
	C2
	
	The output result of C1 is a ratio value, while the output result of C2 is average delay value. In our understanding, C2 looks more consistent with the requirement of SA5. However, C1 is also acceptable to us, as commented by other companies, it would be good to clarify the actual requirement first. 


	CMCC 
	U1 is slightly preferred
	
	Compared to control plane solutions, U1 is more accurate， simple and flexible. It is simple because not much discussion is needed on how to derive D1 or D2. It is accurate, flexible since different types of delay measurements, per packet, per DRB, per flow, average or ratio or others, may be derived based on the raw measurement available to the gNB. 

Also, note that the requirement coming from SA2 is to specify measurement quantities that is related to the real-time performance (per packet measurement). To support this requirement, the U1 based approach is more proper.

U1 still face the problem of increased overhead, which might bring problem to the air interface performance of our network.

As a result, we think further discussion on how to reduce the overhead consumption for the U1-based approach is needed.

	Nokia
	
	U1
	The assumptions list ‘F1 delay’, which makes additional requirement on the metric accuracy. However, it is not very clear how the requirement will be followed/met? (This may have an impact to remaining components)
[Rapporteur] We think how to measure F1 delay is out of scoping of RAN2. We also agree that it can be left to RAN3 for discussion. To address your (and ZTE’s) comments, we add a new proposal (proposal 9) to leave the study to RAN3. 

By increasing overhead, the UP solution would change the delay properties of the system it is trying to measure.

Besides, in our view, we need to distinguish the time it takes to have resources granted (from sending SR/RACH to getting first grant), from the time it takes to transmit the packet. In other words, distinguish congestion from link performance. 
[Rapporteur] This latency has been included in ‘D1’ because we have clarified that the definition of D1 is:

The delay from packet arrival at PDCP upper SAP until the UL grant to transmit the packet is available.





Summary for Question 4: We can have below summary for different companies’ preference:
· U1 
· Prefer: 3 companies (Huawei/ HiSilicon, MM/Lenovo, CMCC slightly)
· Not acceptable: 5 companies (Qualcomm, vivo, NEC, Ericsson, Nokia)
· C1 
· Prefer: 4 companies (Qualcomm, vivo, NEC, CATT)
· Not acceptable: 1 company (Huawei/ HiSilicon)
· C2 
· Prefer: 6 companies (Qualcomm, Ericsson, vivo, NEC, CATT, OPPO, ZTE)
· Not acceptable: 1 company (Huawei/ HiSilicon)

To make progress, it seems C2 (Average PDCP queuing delay) can be acceptable by almost all companies. So, rapporteur will have below observation and corresponding proposal.

Observation 5: C2 (average PDCP queuing delay) seems to be a good compromise among all companies.
Proposal 6: Similar to LTE UL latency measurement, the UE measures average NR PDCP queuing delay and reports it in RRC. gNB measures the rest of the delay and derives UL delay as sum of them. 

If your answer to Question 3 is C1/C2/C3, the UE needs to report PDCP queuing delay in (D1). Then the definition of D1 in NR is required to be specified. In LTE, it is defined as the delay from packet arrival at PDCP upper SAP until the packet starts to be delivered to RLC in TS36.314. However, as we know, one User Plane difference of NR from LTE is that NR allows RLC PDU pre-building to support pipeline processing, i.e. packet may be delivered from PDCP to RLC/MAC before UL grant is received. Related RAN2 agreements are copied below:
Agreements (RAN2#99b)
-	Assumption: It is allowed for RLC PDUs to still be formed before notified by lower layer of a transmission opportunity and MAC headers can be pre-created
1	In NR, the RLC entity discards a RLC SDU only if no segments of the RLC SDU has been “transmitted over the air”/”mapped to a transport block”. 
2	RAN2 intention is that no RLC SN gap are allowed.  The procedures in the specs should prevent this situation from occuring.  A NOTE can be added “that RLC SN gap are not allowed in the transmitter side.” 
Agreements (RAN2#100):
7. It is specified that submission to lower layers is done when a transmission opportunity from lower layers is indicated.  This does not preclude the UE doing preprocessing at the RLC layer and pre-creating MAC sub-headers.  No additional note is added to the specification.  

Thus, when UL grant is not received yet, the LTE definition of “starts to be delivered to RLC” seems not to capture UE waiting time between the pre-building and the UE receiving an UL grant to transmit the packet, which may be long. One way to include this waiting time is to define the delay as “The delay from packet arrival at PDCP upper SAP until the packet starts got grant to transmit”. 
In summary, we have two options for PDCP queuing delay in (D1):
A. The delay from packet arrival at PDCP upper SAP until the packet starts to be delivered to RLC (TS 36.314 definition for LTE M6)
B. [bookmark: _Hlk3464590]The delay from packet arrival at PDCP upper SAP until the UL grant to transmit the packet is received.
Companies are welcome to share their view on these two options on PDCP queuing delay in (D1).
Question 5: If your preference to Question 4 is C1/C2/C3, which definition of NR PDCP queuing delay in UE do you prefer?
A. The delay from packet arrival at PDCP upper SAP until the packet starts to be delivered to RLC (TS 36.314 definition for LTE M6)
B. The delay from packet arrival at PDCP upper SAP until the UL grant to transmit the packet is received
C. The delay from packet arrival at SDAP upper SAP until the UL grant to transmit the packet is received

	Company
	A/B?
	Comment

	Qualcomm
	B
	The whole purpose of the delay measurement in RAN is for the network to get the E2E delay. If option A is used, then the network does not know the UE waiting time between the pre-building and the UE receiving an UL grant to transmit the packet. Such waiting time may differ from UE to UE, because the pre-building timing is not specified by spec. 

	vivo
	C
	Some UE implementation of SDAP may allow packet to be buffered at SDAP. So we do not think SDAP delay can always be ignored. 


	Huawei, HiSilicon
	B
	For the wording “UL grant to transmit the packet is received”, if Grant Free case is to be considered, the wording may need some updates as it assumes that the UE will anyway receive an explicit UL grant from the network.

	NEC
	B
	To ensure a consistency among UEs (e.g. some implementing pre-processing, some not), option B would be better.
For option C, we would like to check other UE vendors’ view. Possibility of measuring at SDAP is also seen in the pCR attached to SA5 LS [8], while there is no interaction expected between SDAP and lower layers related to e.g. grant reception.

	Ericsson
	B
	

	CATT
	B
	Option B is more reasonable, which is aligned with the new function for NR RLC.

	OPPO
	B
	Agree with previous comments

	ZTE
	B
	

	Nokia
	B
	


 
Summary for Question 5: Almost all companies prefer to define NR PDCP queuing delay as following way:
  The delay from packet arrival at PDCP upper SAP until the UL grant to transmit the packet is received
Meanwhile, one company (Huawei) pointed the issue that if grant-free UL transmission is considered, the definition may need some updates.  
In order to incorporate UL grant-free transmission, rapporteur thinks we can make a slight modification for B) as:
  The delay from packet arrival at PDCP upper SAP until the UL grant to transmit the packet is received available.
Observation 6: Almost all companies prefer to define NR PDCP queuing delay as “the delay from packet arrival at PDCP upper SAP until the UL grant to transmit the packet is received”
Observation 7: one company pointed the issue that if grant-free UL transmission is considered, the definition may need some updates.  
Proposal 7: NR UL PDCP queuing delay is defined as “The delay from packet arrival at PDCP upper SAP until the UL grant to transmit the packet is available”. 

In logged MDT, the UE is allowed to autonomously stop measuring e.g. due to memory issue based on section 5.1.1.2 of TS37.320 [6]:
=================Section 5.1.1.2 of TS 37.320==================
UE collects MDT measurements and continues logging according to the logged measurement configuration until UE memory reserved for MDT is full. In this case the UE stops logging, stops the log duration timer and starts the 48 hour timer.
======================================================
Even the solutions with least UE performance impact (C1, C2, C3) require the UE to collect the delay information after UE has received an UL grant, so it increases the MAC TB building time which is already very short in NR, especially for URLLC (0.5 ms delay budget between UE and network). It also increases the per packet processing load and may impact UL peak data rate.
Question 6: If the delay measurement causes air interface performance or processing issues, can the UE autonomously stop the delay measurement as in LTE logged MDT?
	Company
	Yes/No
	Comment

	Qualcomm
	Yes
	The additional processing time caused by delay measurement may result in UE exceeding k2 time. The reasons are below. 
One big change between LTE and NR is k2 time, in LTE k2 is 4ms while in NR k2 is less than 0.5ms for some subcarrier spacing. The UE reads the packet timestamp and calculates every packet’s delay after the UE has received UL grants to transmit these packets, so the packet delay measurement consumes k2 time. For example, assuming the slot duration is 0.125ms and the UL data rate is 1Gbps, then the sum of UL grants for a given slot is (1E9)*(0.125E-3)/8=15625 bytes; in case many small packets (e.g., TCP ACK packets with size 56 bytes each) need to be transmitted, the UE needs to read the timestamps and calculate the packet delay 279 times (15625/56=279, one processing per packet). The UL data rate will grow in future releases, so the calculation time will also increase. Such extra processing time may result in UE exceeding k2 time.

	Vivo
	No
	If the delay measurement impacts the UE processing capability, we consider that the UE should turn off the delay measurement via the dynamic capability change procedure, the UE autonomous stopping of the measurement may cause some inter-operability issue.

	Huawei, HiSilicon
	
	As we commented to Q4, C1/C2/C3 are control plane solutions, but they do have impacts in user plane.
If “It also increases the per packet processing load and may impact UL peak data rate.” is true, we wonder whether C1/C2/C3 can work or not. If following Vivo’s comment, it is our understanding that UE vendors may decide to totally turn off the feature even if the feature is ready, and thus the network will collect nothing for the latency. In that case, the whole feature may not be actually deployed.

	NEC
	No
	We assume the delay measurement is performed in Immediate MDT mechanism, not logged MDT. The stopping used in Logged MDT should not be applied, unless it is justified generally for Immediate MDT (i.e. not specific to delay measurements).

	Ericsson
	
	We would like to understand this overhead a bit better. How much of an additional processing overhead is caused by measurement overhead calculation compared to the rest of the packet processing at 1Gbps?

	MM/Lenovo
	No (??)
	The more important question is whether the user experience (and guaranteed QoS ) would be impacted by the performing the measurements? We assume that the QoS monitoring is configured by the network (over AS or NAS) and the network can decide to disable the measurements.

	CATT
	
	No strong view

	OPPO
	Yes
	If the user experience is impacte, this should be stopped

	ZTE
	No
	Even if there is really a processing problem caused by measurement, UE should inform network in advance (e.g. overheating), rather than autonomously stop. 

	CMCC
	No
	

	
	
	



Summary for Question 6: Almost all companies don’t prefer the UE can autonomously stop the delay measurement. 
To make progress, rapporteur has the below observation (and thereby no proposal):
Observation 8: Almost all companies don’t prefer the UE can autonomously stop the delay measurement if the delay measurement causes air interface performance or processing issues.

 DL delay measurement
Based on LTE FeMDT discussion, the DL delay can be measured by base station up to implementation. It seems NR can follow the same way. Rapporteur would like to confirm whether companies have the same understanding.
Question 7: Do you agree RAN part of the DL delay is measured by gNB up to implementation?
	Company
	Yes/No
	Comment

	Qualcomm
	Yes
	

	Vivo
	
	No strong view

	Huawei, HiSilicon
	No
	Aimed at SA5/SA2 requirements, we do not think the existing measurements can fulfil them.

For the existing delay “4.1.4.1	Packet Delay in the DL per QCI” in TS 36.314 (or M6 for immediate MDT), it is to collect the delay but the delay is round trip time. It is noted that the RTT measurement is only considering the delay between PDCP SDU transmission and MAC HARQ ACK feedback, but the delay between MAC and PDCP at the UE side is not counted.
In addition, as we commented to Q1, we prefer option 1 and option 1 is single direction latency measurement.

Regarding DL delay measurement, we think the analysis for UL delay (section 4) should be referenced. Here we provide some analysis below this table.
Firstly, we have similar solution as U1, and details are provided below figure 2. The difference is that, for U1, it does not need UE reporting as the network can calculate and get the UL delay; for solution 1 (timestamp based solution for DL latency measurement), the UE can calculate and get the DL delay, and then the UE could repot the results to the network.

Secondly, solution 1 impacts both UP and CP.

Thirdly, both solution 1 and U1 are using timestamp, so our technical analysis on U1 (for accuracy and complexities aspects, provided in section 4) can be also applied to solution 1.

	NEC
	
	Similar to UL, it would be good to confirm the actual requirement for DL as well.
Also, the F1 impact may need to be considered, although it is RAN3 scope for details.

	Ericsson
	No
	We need to specify the DL delay in detail as captured in 28.552 by the split gNB deployment scenarios. 
In addition, to complete the impact of UE side delay aspects for DL, there can be measurements performed by the UE similar to the ones performed by network for UL measurements i.e., delay on the UE side from receiving a packet over air interface to the PDCP layer.  

	CATT
	NO
	

	OPPO
	
	No strong view

	ZTE
	No
	Similar view with E///, and as specified in 28.552, the F1 latency needs to be further discussed in RAN3.  
One question for clarification, whether the PDCP reordering delay shall be considered as part of DL delay?

	CMCC
	No
	Measurement approach of the DL delay should be standardized.

	NOkia
	
	Even though, we believe each NW vendor is able to provide the metric , it has some value to have generic measurement requirements specified in standard. However, details concerning split scenarios require SA5/RAN3 expertise.




Huawei’s analysis on DL delay measurement:
[image: ]
Figure 2: RAN part of DL delay
As shown in figure, RAN part (T2-T1) of the delay includes:
· Between the time instant when a packet is received by PDCP/SDAP from upper layers in the gNB side and the time instant when the relevant packet is sent from PDCP/SDAP to upper layers in the UE side
There is one candidate DL delay measurement solution:
· Solution 1: 
· gNB includes timestamp T1 into user plane PDU, e.g. PDCP header for UE to derive DL delay as T2-T1
· The UE reports the DL delay measurements to gNB based on configurations from gNB, e.g. the ratio of packets exceeding the configured delay threshold and the total number of SDUs received by the UE during the measurement period

Summary for Question 7: it seems both infra-vendors and operator would like to specify DL delay measurement. 
To make progress, rapporteur also thinks it is reasonable to specify DL delay measurements. Since deadline is approaching, rapporteur think we can try to copy LTE definition of DL delay. It is illustrated below (from TS 36.314) that for successful reception the reference point is MAC lower SAP. 
	Definition
	Packet Delay in the DL per QCI. This measurement refers to packet delay for DRBs. For arrival of packets the reference point is PDCP upper SAP. For successful reception the reference point is MAC lower SAP. The measurement is done separately per QCI.
Detailed Definition:

,where
explanations can be found in the table 4.1.4.1-1 below.



Thus, rapporteur has below observation and corresponding proposal:

Observation 9: Most infra-vendors and operator would like to specify DL delay measurement.
Observation 10: Two companies (Nokia and ZTE) proposed to leave the study of F1 latency measurement to RAN3/SA5. 

Proposal 8: Reuse LTE definition of DL delay measurement for NR, i.e. the gNB measures the latency that the packet arrives at PDCP upper SAP until successful reception of the packet in MAC lower SAP. The measurement is done by DRB level.
[bookmark: _GoBack]Proposal 9: Leave the study of F1 latency measurement to RAN3. 



Conclusion
In this email discussion, we discuss delay measurements in NR MDT. We have below observations and proposals:
Observation 1: All companies prefer separate measurements of UL and DL user plane latency.
Observation 2: All companies prefer that RAN2 only defines the measurement for RAN part of the UL/DL packet delay.
Observation 3: Almost all companies prefer that gNB and UE perform delay measurement at DRB level with the assumption that all QoS flows mapped to one DRB get the same QoS treatment.
Observation 4: More than one companies proposed that it can be NW implementation to identify per-mapped-5QI latency measurement based on UE reporting of DRB level latency to satisfy SA5 requirement.
Observation 5: C2 (average PDCP delay) seems to be a good compromise among all companies.
Observation 6: Almost all companies prefer to define NR PDCP queuing delay as “the delay from packet arrival at PDCP upper SAP until the UL grant to transmit the packet is received”
Observation 7: one company pointed the issue that if grant-free UL transmission is considered, the definition may need some updates.  
Observation 8: Almost all companies don’t prefer the UE can autonomously stop the delay measurement if the delay measurement causes air interface performance or processing issues.
Observation 9: Most infra-vendors and operator would like to specify DL delay measurement.
Observation 10: Two companies (Nokia and ZTE) proposed to leave the study of F1 latency measurement to RAN3. 

Proposal 1: RAN2 specifies Uplink user plane latency measurement and Downlink user plane latency measurement separately. 
Proposal 2: Send LS to SA5 to inform them RAN2 prefers option 1 (i.e. separate measurements of UL and DL user plane latency) with below identified reasons:
· Option 1 is more flexible and straightforward. 
· Option 2 may have additional requirements on the UE, while option 1 can also meet the SA2 requirement on QoS monitoring.
Proposal 3: RAN2 only defines the measurement for RAN part of the UL/DL packet delay and the CN part of the delay is left to RAN3 and SA2. 
Proposal 4: gNB and UE perform delay measurement at DRB level with the assumption that all QoS flows mapped to one DRB get the same QoS treatment. 
Proposal 5: It can be NW implementation to identify per-mapped-5QI latency measurement based on UE reporting of DRB level latency to satisfy SA5 requirement.
Proposal 6: Similar to LTE UL latency measurement, the UE measures average NR PDCP queuing delay and reports it in RRC. gNB measures the rest of the delay and derives UL delay as sum of them. 
Proposal 7: NR UL PDCP queuing delay is defined as “The delay from packet arrival at PDCP upper SAP until the UL grant to transmit the packet is available”. 
Proposal 8: Reuse LTE definition of DL delay measurement for NR, i.e. the gNB measures the latency that the packet arrives at PDCP upper SAP until successful reception of the packet in MAC lower SAP. The measurement is done by DRB level.
Proposal 9: Leave the study of F1 latency measurement to RAN3. 

Text Proposal
Based on the email discussion, rapporteur drafted a text proposal for TR 37.816. It can be found in R2-1904376 [10].
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