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1 Introduction
IAB node has MT part and DU part, some traffic terminated at MT can be defined as MT-access traffic. For example, IAB node should connect to OAM and download some configurations when it start up, such downloading traffic is MT-access traffic.
As shown in the section 8.2.7 of [1], how to support the MT traffic is discussed, two candidate solutions are proposed and compared. 
Table 8.2.7-1: Comparison between transport of MT’s own traffic on MT’s backhaul RLC channel or on access RLC channel
	[bookmark: OLE_LINK55]MT’s own traffic transported on backhaul RLC channel
	MT’s own traffic transported on access RLC channel 

	1. 	The logical channel space is not decreased through MT access traffic.
	1. 	Separate logical channel needs to be assigned for MT access traffic, which reduces the number of logical channels available for BH traffic.

	2. 	Same processing rules are used for MT’s access traffic and BH traffic on last hop. 
	2. 	Different processing rules are used for MT’s access traffic than for BH traffic on last hop.

	3. 	Different processing rules are used for MT-access traffic than for UE access traffic.
	3. 	Same processing rules are used for MT access traffic and UE access traffic.

	4. 	Additional overhead on last hop for MT’s access traffic due to F1*-U.
	4. 	No additional overhead on last hop for MT’s access traffic.



In this contribution, we are going to analyse how to support the MT’s own traffic for a further step.
2 [bookmark: OLE_LINK16][bookmark: OLE_LINK17]Discussion
[bookmark: OLE_LINK52]2.1 Clarification about the F1*-U termination in IAB node
Firstly, we need to clarify that what’s the intrinsic difference of the two candidate solutions. 
· [bookmark: OLE_LINK54]The first solution:  MT’s own traffic transported on backhaul RLC channel, means that the MT’s own traffic should traverse across the IAB node’s own F1*-U interface. 
· The second solution: MT’s own traffic transported on access RLC channel, it means that the MT works as a normal UE when transport the MT’s own traffic, its parent node will terminate the F1*-U interface for the MT and maintain the MT related context.
As defined in the RAN architecture related specification [2], the F1-U interface is the user plane interface of F1, which is defined for the user plane data transmission between gNB-CU and gNB-DU. For each IAB node, although in some example drawings, the F1*-U protocol stacks (i.e. GTP/UDP/IP) locates at the MT part above the Adapt layer as well as the RLC, MAC, and PHY layers, actually, as shown in Figure 1, it is necessary to clarify that the F1*-U between the IAB node and CU should terminates at the IAB node’s DU part instead of the MT part, since MT is more like a terminal not the network equipment.
Observation 1: The F1-U is used to carry UE’s user plane data between gNB-DU and gNB-CU, and the F1*-U defined between IAB node and donor CU should follow such principle also.
Proposal 1: For each IAB node, the F1*-U should terminate at its DU part, instead of its MT part, in user plane protocol stack.  


[bookmark: _Ref536539759]Figure 1. The user plane protocol stack of access IAB node
When we come to the MT’s own traffic, it is clearly that the UL packet of MT’s own traffic is generated by the MT part, and MT should forward the UL packets to the IAB node’s parent node directly. Similarly, for downlink transmission of MT’s own traffic, it is straightforward to enable the MT receive the DL packets of MT’s own traffic from its parent node’s DU part and deliver the packet to MT’s upper layer directly. Comparatively, the first solution, which requires that the MT’s own traffic to be traversed across the same IAB node’s F1*-U is unreasonable for both uplink and downlink transmission, and such a roundabout way should not be recommended. 
Observation 2: The MT’s own traffic of an IAB node should be traversed via the F1*-U terminating at its parent node’s DU part instead of terminating at its own DU part, for both uplink and downlink. 
2.2 Overhead 
By the way, as have been compared in the Table 8.2.7-1 of [1], the second solution, which requires that the MT’s own traverse across the F1*-U terminated at its parent node have another benefit when compared to the first solution, i.e. the overhead on the last hop will be reduced since the F1*-U related header (e.g. GTP/UDP/IP) has been removed in its parent node.
Observation 3: The second solution provides additional benefits for reducing the overhead at the last hop.
2.3 Necessity of extending the BH LCID space 
As agreed in RAN2 #103bis meeting [3], for the requirement of unified design of UP architecture, both the 1:1 bearer mapping and the N:1 bearer mapping is supported at the backhaul link of IAB node, and the LCID space is considered to be extended at least for 1:1 bearer mapping case. Therefore, it means that the LCID space in the backhaul link should be extended to support the 1:1 barer mapping even if there is no MT’s own traffic. 
For the first solution, i.e. the MT’s own traffic transported on backhaul RLC channel, the MT’s own traffic can use a separate RLC channel different from other backhaul traffic, or share same RLC channel with other backhaul traffic. While for the second solution, i.e. the MT’s own traffic transported on access RLC channel, separate RLC channel will be used. Thus, for both solutions, if separate RLC channels are used to carry MT’s own traffic between IAB node and its parent node, separate LCHs need to be assigned to support MT’s own traffic, and then the MT’s own traffic needs to be considered when design extending the LCID space for IAB node.  
Observation 4: The BH LCID space should be extended anyway, regardless which solution is adopted, if the MT’s own traffic uses different RLC channel from the BH traffic for 1:1 bearer mapping.
In fact, for the second solution, instead of LCID extension for supporting MT’s own traffic, it is still possible to reuse same LCH for MT’s own traffic and backhaul traffic in a given backhaul link. To support such LCH reusing, some indicators needs to be carried in RLC header/MAC sub-header to enable the receiving RLC entity deciding to which upper layer entity the received RLC SDU should be delivered. 
Observation 5: Even for the second solution, MT’s own traffic can reuse LCHs with backhaul traffic if some indicators to separate the BH traffic and MT’s own traffic in the RLC header or the MAC sub-header, then the BH LCID is not need to be extended for the MT’s own traffic. 
Based on the above analysis, we propose that
Proposal 2: The first solution, which requires that the MT’s own traffic of an IAB node being traversed across its DU part, should be excluded.
Proposal 3: The second solution, i.e. MT’s own traffic transported on access RLC channel, is used.
3 Conclusion
[bookmark: OLE_LINK95][bookmark: OLE_LINK96]This paper mainly discusses how to support the MT’s own traffic in backhaul link. Based on the above discussion, we have the following observations and proposals:
Observation 1: The F1-U is used to carry UE’s user plane data between gNB-DU and gNB-CU, and the F1*-U defined between IAB node and donor CU should follow such principle also.
Observation 2: The MT’s own traffic of an IAB node should be traversed via the F1*-U terminating at its parent node’s DU part instead of terminating at its own DU part, for both uplink and downlink. 
Observation 3: The second solution provides additional benefits for reducing the overhead at the last hop.
Observation 4: The BH LCID space should be extended anyway, regardless which solution is adopted, if the MT’s own traffic uses different RLC channel from the BH traffic for 1:1 bearer mapping.
[bookmark: _GoBack]Observation 5: Even for the second solution, MT’s own traffic can reuse LCHs with backhaul traffic if some indicators to separate the BH traffic and MT’s own traffic in the RLC header or the MAC sub-header, then the BH LCID is not need to be extended for the MT’s own traffic. 
Proposal 1: For each IAB node, the F1*-U should terminate at its DU part, instead of its MT part, in user plane protocol stack.  
Proposal 2: The first solution, which requires that the MT’s own traffic of an IAB node being traversed across its DU part, should be excluded.
Proposal 3: The second solution, i.e. MT’s own traffic transported on access RLC channel, is used.
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